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1 Forms of The Axiom of Choice

1.1 The axiom of choice
We will need the axiom of choice later, so we will begin the course by introducing it now.

Definition 1.1. Let A be a nonempty set, and let X, be a set for each o € A. The
Cartesian product [[ 4 Xa = {{Za)pea @ ta € XoVa € A} is a function A — (J,c 4 Xa
such that a — z,..

Definition 1.2. The Axiom of choice says that if X, # @ then [] .4 Xo # 9.

Theorem 1.1 (Cohen). The aziom of choice is not implied by the other standard arioms
of set theory.

This is difficult to apply, but we will use provably equivalent statements.

1.2 Posets and Zorn’s lemma

Let X be a set.

Definition 1.3. A partial order on X is a relation “<” on X that is
1. Transitive: if a <y and y < z, then z < z
2. Reflexive z <z forall z € X
3. Anti-symmetric: if x <y and y < x, then x =y

Definition 1.4. A total order is a partial order where for all x,y € X, either z < y or
y <z

Example 1.1. Let S be a set and let Z2(S) be the set of subsets of S Then C is a partial
order on Z(S).

Example 1.2. On R, < is a partial order (and in fact a total order).

Example 1.3. Let U C R? be a domain. Say (z1,y1) < (z2,22) if yo > y1 and |y2 — y1| <
|zo — x1]. This is a partial order but not a total order.

Definition 1.5. Let (X, <) be a poset with U C X. An element z € U is maximal if
when y € U and y > x, we must have y = x. An element x € X is an upper bound for
Uifx>uforallueU.

The definitions of minimal elements and lower bounds are analogous.

Definition 1.6. A chain in a partially ordered set (X, <) is a subset ¥ C X such that
for all y,z € Y, either y < z or z < y.



Theorem 1.2 (Hausdorff Maximal Principal). Any nonempty poset (X, <) has a maximal
chain’Y C X.

Lemma 1.1 (Zorn). Let (X, <) be a nonempty poset. If every chain in X has an upper
bound,, then X has a maimal element.
1.3 Proof sketch of Zorn’s lemma and the Hausdorff maximality principle

Here is another incarnation of the axiom of choice.

Theorem 1.3. Let S # @, and let F C P(S) with F # @. Assume F is
1. down-closed: If AC B € F, then A€ F
2. chain-closed: If C is a chain with C C F, then |JC € F.

Then F contains a maximal element.
Here is a sketch of the proof.

Proof. First, @ € F, so F # &. Assume the result is false. THen for all A € F, there
exists a nonempty B € S\ A such that AUB € F. By property 1, we may assume |B| = 1.
By the axiom of choice, there exists f : F — S such that f(A) € S\ A and AU{f(A4)} € F.
At this point, the idea is to start at the empty set and keep constructing chains, then
taking the union of the chain, and then continuing. This requires a notion of the well-
ordering principle, so we will choose a different explanation for our sketch.
Call a subfamily T' C F a tower if

1. oe€T
2. AeT = AU{f(A)}eT
3. T is chain-closed.

Towers exist (e.g. F). Any intersections of towers is a tower. So there exists a minimal
tower Thin.

Call A € Thin a bottleneck! if VB € Tyin, either A C B or B C A. The idea is that
the set of bottlenecks is a tower. So T, is a chain. By property 3, |J Tmin € Tmin. S0 by
property 2, [T U {f(UTmin)} € Tmin- This is impossible. O

Here is how we prove the Hausdorff maximal principle:

Proof. Let (X,<) be nonempty. Let F be the set of chains in X. This satisfies the
conditions of the theorem, which implies that there exists a maximal chain. O

IThis is not standard notation.



We can prove Zorn’s lemma from this, as well.

Proof. Take an upper bound for a maximal chain Such an element is maximal.



2 Point Set Topology

2.1 Topological spaces

A metric space defines a collection of open sets. To consider spaces without a metric, we
define a collection of open sets with the same properties. This yields a more general theory
than the theory of metric spaces.

Definition 2.1. Let X be a set. A topology on X is a a collection 7 of open subsets of
X such that

1. 9, XeT

2. If & CT, then Uye,UeET

3. fUy,...,Up € Tithen N2, U; € T.
The pair (X, T) is called a topological space.?
Definition 2.2. A subset C' C X is closed if X \ C (denoted C°) is open.
Example 2.1. Every metric space is a topological space.
Example 2.2. For every set X, T = Z(X) is called the discrete topology.
Example 2.3. For every set X, T = {&, X} is called the trivial topology.

Example 2.4. For every set X, T = {U C X : U = @ or U°¢ is finite} is called the
cofinite topology,

Example 2.5. If (X, 7) is a topological space, and Y C Xj then Ty ={UNY : U € T}
is called the relative topology of 7 on Y.

2.2 Closure and convergence
Let (X,7T) be a topological space.

Definition 2.3. If Y C X, then V C Y is relatively open (resp. closed) in Y if
V =UnNY, where U is open (resp. closed).

Definition 2.4. If A C X, A° = J{U : U C A,U open} is the interior of A.
This is the largest open set contained in A.

Definition 2.5. If AC X, A= ({C : C D A, C closed} is the closure of A.

2People usually just refer to X as the topological space when 7 is understood.



This is the smallest closed set contained in A.
Definition 2.6. A C X is dense if A = X.
Definition 2.7. The boundary of A C X is 90A4;= A\ A°.

Definition 2.8. A C X is nowhere dense if (A4)° = @.

Definition 2.9. A neighborhood of z € X is any U € T such that z € U. A neighbor-
hood of A C X isany U € T such that A C U.

Definition 2.10. A point of closure of A is a point x € X such that U N A # & for all
neighborhoods U of x.

Proposition 2.1. A is the set of points of closure of A.

Proof. (2): Let x be a point of closure and let C' O A. We want to show = € C. If instead
x € C°, then C° is a neighborhood of z disjoint from A.So x is not a point of closure, which
is a contradiction.

(C): Let x be a non-point of closure. Then there exists a neighborhood U > z such

that UN A = @. So U¢ is closed, x ¢ U¢, and U¢ 2 A. Then = ¢ A. O]

Definition 2.11. Let (x,)52; be a sequence in X. Then z,, converges to = in 7 (written
x, — x) if for every neighborhood U of x, there exists an ng such that z, € U for all
n > no.

Remark 2.1. Here are a few caveats. Convergence does not characterize points of closure
like it does for metric spaces. Also, limits of sequences are not necessarily unique in
topological spaces.

2.3 Generating topologies and bases

Definition 2.12. If 77,7, are two topological spaces on X, then 73 is stronger (resp.
weaker) than 77 if 7o O 77 (resp. T2 C T71).

Lemma 2.1. Any intersection of topologies is a topology.
Corollary 2.1. Any & C P(X) generates a topology T (£).
In this case, € is called a sub-base for the topology 7 ().

Remark 2.2. Any family generates a unique topology, but a topology may be generated
by many different families.

Definition 2.13. A neighborhood base at z € X is a collection N of neighborhoods of
x such that for all neighborhoods U > x, ther exists a V € N such that x € V C U. A
base for T is a family which includes a neighborhood base around every point.



Proposition 2.2. Let £ CT. Then & is a base for T if and only if every nonempty U € T
is a union of members of £.

Proof. (= ): Assume & is a base, and let @ # U € 7. THen for all = € U, there exists
aVye&suchthat x €V, CU. SoU =,y Va-

(<) Letz €U cT. Then U =y V for some & C £. So z € for some V € £
Nowx €V CU. ]

These two characterizations generalize the notion of open balls in a metric space.
Proposition 2.3. If £ C P(X), then £ is a base for some T if and only if

1. Jy&=X,

2. ForallU,V € &€ and for allx € UNV, there exists a W € &€ such thatx € E CUNV.

Proof. (= ): Try doing this direction yourself.

(<= ) Let T={VCX:VexeV,IU € Est.x € UCV} Check that T is a
topology, and then check that £ is a base for 7: If V1,V € T and x € V; N Vy, then there
exist Uy, Us € € such that x € U; C V; for ¢« = 1,2. By the second property, there exists a
W e&suchthat t e W CU NU CViNVa SoViNVe € T. Finally, £ C T, and the
definition of 7 means that £ concludes a neighborhood base at every point. O

Unlike with o-algebras, this means that it is easy to see how we generate a topology.
Corollary 2.2. If€ C P(X), then T (£) = {@, X }U{unions of finite intersections from E}.
Proof. Just show that T (€) is a topology. O

Example 2.6. F C RF. For every m € N, t1,....t,, € R, 21,...,2,n € R, and € > 0,
define U(t1,...,tm, @1, ..., Tm, &) :={f € F:|z; — f(t;)| < eVi <m}. Let E be the set of
all such U(t1,...,tm,21,...,Tm,€). As an exercise, show that this is a base for 7(&). We
claim that if (f,)nen is a sequence in F, then f, — f in T(€) iff f,, — f pointwise. Next
time, we will show that this topology is not defined by a metric.
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3 Pointwise Convergence, Countability Axioms, Continuity,
and Weak Topologies

3.1 The topology of pointwise convergence
Last time we had the following example of a topology.

Example 3.1. Let F C R¥, for example, f = C(R). For every m € N, t1,...,t, € R,
Zl,...,Tm € R, and € > 0, define U(ty,...,tm, X1, ..., &m,e) = {f € F : |x; — f(t;)| <
eVi < m}. Let € be the set of all such U(t1,...,tm,T1,-..,Tm, ). We claim that if (fy,)nen
is a sequence in F, then f, — f in T(€) iff f,, — f pointwise. Next time, we will show
that this topology is not defined by a metric.

Proposition 3.1. &£ is a base for T.
Proof. We need to check two properties:

1. First, we need | JE = F. Given f € F and ty,...,t,, € R, let x; = f(¢;). Then
feU(t,...,tm,T1,...,Tm,c) for all e > 0.

2. Let U(t1,. ytm, @1y Tm,€), U(S1y. ooy Sny Y1y -+, Yn,0) € E. Consider f in their
intersection. Choose 1 so smal that (f(¢;) —n, f(t;)+n) C (x; —e,x; +¢) for all i and

same for . Now f € U(t —1,...,tm, 81,y Sny f(t1)s ooy f(tm), f(81)s- -y f(Sn), M),
which is contained in the intersection of the first two sets. O

Proposition 3.2. Let (fn)nen be a sequence in F'. Then f, — f in T iff fn — [ pointwise.

Proof. (= ): Pick t € R and € > 0. Consider U(t, f(t),e). There exists ng such that
fn €U, f(t),e) for all n > ng; i.e. |f(t) — fu(t)] < e for all n > ny.
(<=): Let f € F, and let U be a neighborhood of f. Because £ is a base, there exists

U(ti, ... tm,T1,...,Tm,e) C U containing f. By shrinking ¢ if necessary, we may assume
that x; = f(t;) for every i. We know that f,,(t;) — f(t;). There exists ng such that for all
n > no, | fu(t;) — f(t;)] <eforall i <mj;ie. fr, €U(t1,. .. tm,T1,. .., Tm,E). O

3.2 Countability axioms and metrizability
Definition 3.1. A topology T on X is metrizable if it is generated by a metric on X.

There are natural and important topologies that are not metrizable. This is why we
care about point set topology.

Definition 3.2. A topological space (X, 7)) is first countable at x if it has a countable
base at x. The space is first countable if it is first countable at every =x.

Definition 3.3. A topological space (X, 7T) is second countable if it has a countable
base.

11



Definition 3.4. A topological space (X, T) is separable if it has a countable dense subset.
Lemma 3.1. A metrizable space is first countable.

Proof. Let p generate 7. Fix x € X. The collection {B(z,r) : r > 0,r € Q} is a
neighborhood base at . O

Lemma 3.2. The topology of pointwise convergence on RR is not first countable.

Proof. Suppose Uy, Us,... contain f € RE. We may replace if necessary so that U; =
U(tgj),...,t%),xgj),...,x%),ej). Pick € # oo, and pick t € R\ {tgj) cg>1i=1,...,m;}.
Then U(t, f(t),€) is not contained in U(t(lj), .. ,t%),x(lj), ... ,x%),sj) for all j. O

Corollary 3.1. The topology of pointwise convergence is not metrizable.

3.3 Continuous functions

Definition 3.5. Let (X, 7x) and (Y, 7y) be topological spaces, and let f : X — Y. The
function f is continuous at x if for every neighborhoddo f V' of f(x), there exists a
neighborhood U of z such that f[U] C V. f is continuous if it is continuous at every
point.

Proposition 3.3. f: X — Y is continuous if and only if f~1{U] € Tx for every U € Ty.
Proof. The same proof from metric spaces works here. ]

Proposition 3.4. If Ty = T (), then f : X — Y is continuous if and only if f~[U] € Tx
for allU € &.

Proof. The proof is the same as for the analogous statement for o-algebras and measurable
functions. O

Definition 3.6. Let K = R or C, and let (X, 7)) be a topological space. Then B(X, K) is
the set of all bounded functions f : X — K. C(X, K) is the set of all continuous func-
tions f: X — K. BC(X,K) = B(X,K)NC(X, K) is the set of bounded continuous
functions.

Definition 3.7. On B(X, K) or BC(X, K), the uniform norm is || f||,, := sup,cx | f ()|,
and the uniform metric is p,(f,9) == || f — 9llu-

Proposition 3.5. BC(X, K) is complete with the metric p,.

12



3.4 The weak and product topologies

Definition 3.8. Let X be a set, let ((Y,, 7a))aca be topological spaces, and let f, : X —
Y, for all @« € A. The weak topology generated by the f, is T (UaeA{fgl[U] U € 7;})

Definition 3.9. Let ((Ya,7a))aca be topological spaces, let X := [] c4 Ya, and let 7, :
X — Y, send (z8)geca — xo for all @« € A. The product topology on X is the weak
topology generated by (7q)acA-

The collection {7, [U] : o € A,U € T} is a subbase for this topology. The collection
{ﬂ;;l 71';]_1 [Ua,] = a1, an € A Us; € To,} is a base for this topology. Our previous

topology on RF was actually the product topology.
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4 Separation Axioms and Urysohn’s Lemma

4.1 Second countability and separability

Proposition 4.1. Every second countable topological space is separable. In metric spaces,
the converse is true.

Proof. Let E be a countable base for 7. Pick one point zy € U for all U € £. Now
{zy : U € E} is dense. Let y € X, let V be a neighborhood of y. Now V' = (Jyce U for
some &' CE. U €&, thenuy € V,so VNi{zy} # 2.

Let (X, p) be a separable metric space, and let A C X be countable and dense. Let
E={By(z) :xz € A,r>0,r € Q}. Check that this is a base:

1. Uyea Bi(z) = X by the density of A.

2. Let z,y € A, r,s € QN (0,00). Let z € B.(z) N Bs(y). Pick § > 0 with § € Q such
that Bas(z) € Br(z) N Bs(y). Let w € A be such that p(z,w) < §. Now Bs(w) > z,
and Bs(w) C Bas(z) C By(x) N Bs(y). O

The reverse implication is not true in general, but you have to deal with a complicated
set theory construction.

4.2 Separation axioms

Definition 4.1. A topological space (X, 7T) has property
1. Ty: For all z,y € X with x # y, there exists U € T such that |U N {z,y}| = 1.
2. Ty: For all z,y € X with x # y, there exists U € T such that U N {z,y} = {z}.

3. Ty (Hausdorff property): If z # y € X, there exist U # V € T such that
UNT=g,zeU,andy V.

4. T3 (regular): T} and whenever z € X and A C X is closed, there exist U,V € T
suchthat UNV =@,z € U,and AC V.

5. Ty (normal): T} and whenever A, B C X are closed and disjoint, there exist U,V € T
open such that UNV =g, ACU, and BC V.

Proposition 4.2. (X, T) is Ty if and only if singletons are closed sets.

Proof. (= ): Let {z} € X. If y € X \ {«}, then by T, there exists U)y € T such that
y inUy, x ¢ Uy. Now X \{z} =1, U, € T.
(<) Ifx #y € X, then X \ {z} is open and contains ybut not x. O

Corollary 4.1. Ty — 15 = Ty, = 17 = Ty.

14



Lemma 4.1. Any metric space (X, T) is Ty.

Proof. Assume A,B # @. A C {z: p(x,A) < p(x,B)}, and B C {z : p(z, A > p(x,B)},
where p(x, A) = infyca p(x,y). The function x — p(x, A) is continuous, so these are open
sets. O

4.3 Urysohn’s lemma

Lemma 4.2 (Urysohn). Let (X,7T) be Ty and let A, B C X be disjoint and closed. Then
there exists f € C(X,]0,1]) such that fla =0 and f|p = 1.

Remark 4.1. In metric spaces, we can just use the function

- p(z, A)
1) = e A+ o B

The converse is true, as well; it is much easier to prove.

The idea is that if you had f, you could construct level sets (like when f = 1/3). We
try to reconstruct f using its level sets.

Lemma 4.3. Let A = {k/2" : n > 1,0 < k < 2"}. Then there exists {U, : 7 € A} C T
such that

1. ACU, C B forallr.
2. Ifr <seA, then U, C Us.

Proof. We want to find Uy /3 such that A C Uy, and Ul/g C B¢. By T}, there exist U D A
and V O B such that UNV = @;ie. U C V¢ C B¢ so U C B®. Now let Uppp:=U.
Suppose we have U, for r = k/2" n=1,...,m — 1. Consider U, where s = d/2". Let
r1 = (£ —1)/2" jand 2 = (£ + 1)/2". Repeat the previous construction with the closed
sets U, and Uy,- This gives us Us. O

We can now prove Urysohn’s lemma.
Proof. Let {U, : r € A} be given by the lemma. Define
fa) inf{fre Atz eclU,} IrecAst.zecl,
x) =
1 Z ¢ UT‘EA Ur

Suppose z € X, 0 < f(z) < 1. Let ¢ > 0. Choose 11 < rz € AN (f(z) — ¢, f(x)),
s € AN (f(x), f(x) +¢). Now z € US, 2 (Up), but x € Us. Now Us N (Uyy)¢ us a
neighborhood V of z and f[V] C (f(z) — ¢, f(z) + ¢). O

Here is the final (but not very useful) separation axiom.
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Definition 4.2. A topological space (X,T) is T3y if for all z € X and A C X closed
with x ¢ A, there exists f € C(X, [0, 1]) such that f(z) =0 and f|4 = 1.

This is a weakened version of the condition Urysohn’s lemma which is weaker than Ty
and stronger than T3.
Next time, we will use Urysohn’s lemma to prove the following result.

Theorem 4.1 (Tietze’s extension theorem). Let (X,T) be Ty, let A C X be closed, and
let f € C(A,la,b]). Then there exists F € C(X,[a,b]) such that F|4 = f. The same holds
if C(X,a,b]) is replaced with C(X, K), where K =R or C.

16



5 Tietze’s Extension Theorem and Compactness

5.1 Tietze’s extension theorem
Let X be a normal topological space.

Theorem 5.1 (Tietze’s extension theorem). Let (X,T) be Ty, let A C X be closed, and
let f € C(A,[a,b]). Then there exists F € C(X,[a,b]) such that F|4 = f. The same holds
if C(X,|a,b]) is replaced with C(X, K), where K =R or C.

Proof. Without loss of generality, translate so that a = 0. We claim that if f € C(A,[0,b]),
then there exists g € C(X,[0,b/3]) such that 0 < f —¢g <2b/3. Let B={z € A: f(x) <
b/3}, and let C = {x € A: f(z) > 2b/3}. These are relatively closed in A, and since A
is closed, they are closed in X. By Urysohn’s lemma, there exists g € C(X, [0,b/3]) such
that g|p = 0 and g|c = b/3. Now check that

1. g’A S f7
2. f<gla+2b/3.

Let g1 be given by the claim, and let f; = f — gi1|A. Apply the claim again. There
exists g2 € C(X,[0,2/3-b/3]) such that 0 < f; — ga|a < (2/3)%b. By recursion, we find
gn € C(X,10,(2/3)"1-b/3]), and f— (31, gi)a < (2/3)"b. Now, for any m > n > n,

m m

Zgi_zgi

i=1 i=1

m
gi
i=n-+1

< lail < Y @312 < Cla/3yn.

w n+1 i=n+1

So F:=3>7,g € C(X,[0,b]), and if z € A,

0 = F@)l = Ji ) = S i) =
Now suppose f € C(X,R). Consider ' = f/(1+|f]) € C(X,(—1,1)). This has an
extension I’ € C(X,[—1,1]). Let H = {z : F'(x) = £1}. This is closed and disjoint from
A. So by Urysohn’s lemma, there exists h € C(X,[0,1]) such that h|4 = 1 and h|yg = 0.
Let G = F'-h. Now G € C(X,(—1,1)), and G|4 = f’. Now define F := G/(1—|G|). Then
F € C(X,R) such that F|4 = f.
For X = C, split into the real and imaginary parts of f. O

5.2 Compact spaces

Definition 5.1. A topological space X is compact if every open cover has a finite sub-
cover. The same is true for a subset of X. A subset A C X is precompact if A is
compact.

17



Remark 5.1. The characterization of compactness in metric spaces using sequences turns
out to be not as useful in analysis, even though it can be defined in point set topology in
general.

Definition 5.2. We say a family F C Z(X) has the finite intersection property
(FIP) if AN ---NF,, # @ whenever m € N and Fy,..., F, € F.

Lemma 5.1. A topological space X his compact if and only if every FIP family of closed
sets F has (| F # @.

Proof. (= ): Let F be an FIP family of closed sets. Let Y = {X \ F': F € F}. For any
X\ Fi,...,X\ F, € U, we know that there exists x € F1N---NFp, s0oz ¢ [J" (X \ F;).
So by compactness | JU # X. So (| F # @.

( <= ): The reverse implication is just the same steps, but in reverse order. O

Proposition 5.1. If X is compact and A C X is closed, then A is compact.

Proof. Suppose U is a family of open sets in X such that A C |JU. Define V = UUU{X \ A}.
This is an open cover of X, so it has a finite subcover Uj ...,U,, € U such that X =
(X\A) UL, Ui SoUy,...,Uy, form a finite subcover of A. O

5.3 Compact Hausdorff spaces

Some topologies, like the trivial topology, give us undesirable compact spaces. We add the
condition of Hausdorff to get spaces we do want.

Proposition 5.2. Let X be Hausdorff, let F C X be compact, and let x € X \ F'. Then
there exist disjoint neighborhoods U > x and V C F.

Proof. For all y inF', we have y # x, so there exist disjoint open sets Uy > z and V;, > y.
Now F' C Uy Vy, so there exist y1,...,ym € F such that F CV,, U---V, . Now F CV :
Vi, U=V, is disjoint from U := Uy, N---NU,,,. U is an open neighborhood of x. O

Proposition 5.3. A compact subset of a Hausdorff space is closed.

Proof. If F is a compact subset of X, then every x € X setminusF admits an open U > x
such that FNU = @. So X \ F' = |Jug, so F is closed. O

Proposition 5.4. A compact Hausdorff space is normal.

Proof. Let A, B C X be disjoint and closed. A and B are compact. So for all z € A, there
exist disjoint neighborhoods U, > x and V, O B. Now {U, : = € A} is an open cover. so
there exist Uy, U--- ,UU,, 2O A disjoint from V,, N---NV,, D B. O]
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5.4 Continuous functions on compact spaces

Proposition 5.5. If X is compact and f : X — 'Y is continuous, then f(X) is compact.

Proof. Let U be an open cover of f(X). Then f~'[U] = {f~1(U) : U € U} is an open
cover of X. By compactness, there exists a finite subcover f=1[U1],..., f~!{Un]. Then
UpU---UUy, 2 f(X) is an open cover. O

Corollary 5.1. If Y =R, then extreme values are obtained. So C(X) = BC(X).

Proposition 5.6. Let X be compact, Y be Hausdorff, and let f : X — Y be a continuous
bijection. Then f is a homeomorphism; i.e. f~' is also continuous.

Proof. Let C' C X be closed. Then C'is compact, so f(C) is compact. Then f(C) is closed,
as Y is Hausdorff. So f sends closed sets to closed sets; i.e. f~! is continuous. O
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6 Tychonoft’s Theorem

6.1 Locally compact spaces

Sometimes, we want to generalize results for compact spaces to spaces that are not quite
compact but can be broken up into compact pieces.

Definition 6.1. A topological space X is locally compact if for every x € X there exists
a neighborhood U of x such that U is compact.

Example 6.1. R™ is not compact, but it is locally compact.

6.2 FIP closed families

Theorem 6.1 (Tychonoff). Suppose (z4),c 4 15 a collection of compact sets. Then [ c 4 Xa
s also compact.

We will prove a special case of this theorem.?
Theorem 6.2. Suppose (Xa),c 4 5 a collection of compact, Hausdorff sets. Then ], c 4 Xa
s also compact and Hausdorff.

Recall that we showed last time that X is compact if any FIP family F of closed sets
has | F # @.

Lemma 6.1. Let X be a topological space, and let F be an FIP closed family. Then there
exists a maximal FIP closed family G O F.

Proof. Let I be the collection of families G C &?(X) such that G consists of closed sets, is
FIP, and G C F. We will use Zorn’s lemma. Let’s verify the conditions:

1. Fel,soI' # @.

2. Every chain A C T has an upper bound. Check that | JA € I'; the crucial property is
that (JA is FIP. Let C4,...,Cy, € [JA Then C; € G, € A for all i = 1,...,m. Then
there exists ¢; < m such that Cy,...,Cp, € G;,. There C1N---NCy, # . ]

Remark 6.1. This theorem actually needs Zorn’s lemma. It is a theorem from the 1970s
that it is possible to choose topological spaces such that Tychonoff’s theorem implies Zorn’s
lemma.

Corollary 6.1. X is compact if and only if every mazximal FIP closed family F has (| F #
.

3Professor Austin has never seen an application of Tychonoff’s theorem where the spaces were not
Hausdorff.
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Proof. (<= ): Let F be an arbitray FIP closed family. If ¥ C G, then ((F 2 G # @. O
Lemma 6.2. Let X be any topological space, and let F be a mazximal FIP closed family.
1. If Cy,...,Cp € F, then C1 N ---NCRF.
2. If C C X is closed and CNF # & for oll F € F, then C € F.

Proof. For the first statement, let 7/ = {C;N---NCp, : m € N,Cy,...,Cp, € F}. Now
FCF soF=F.

For the second statement, let 7/ = FU{C}. This is still FIP: if Dy,..., D,, € F, then
CNn(DiN---NDy,)#3,as DyN---N D, is in F by property 1. O

Remark 6.2. If X is compact, then every maximal FIP closed family equals {C : C closed ,C >
x} for some z € X.

Lemma 6.3. Let X be a topological space. The following are equivalent:
1. X s Tg.

2. If U C X is an open neighborhood of x, then there exists an open V > x such that
VCu.

Proof. X \U is a closed set not containing x. T3 is the statement that there is a closed set
containing x and an open set in U not intersecting the closed set X \ U. 0
6.3 Proof of Tychonoff’s theorem

We are now ready to prove Tychonoff’s theorem.

Proof. Suppose X, is compact, Hausdorff for all « € A. To show that X is Hausdorff, let
x = (xq),y = (ya) € C, with x # y. So there exists an « such that z, # y,. Then there
exist disjoint Uy 3 4 and va 3 o (because X, is Hausdorff). Now U = 7, 1[Y,] 3 x, and
V=rVal 2.

To show that X is compact, let F be a maximal FIP closed family in X.

e Step 1: Find a good point candidate to be in the intersection of elements of F: For
all « € A, define F,, = {m(F) : F € F}. This collection is FIP;

Ta(F1) N7To(Fn) 2 mo(FAN---NFy,) # .

Let Gy := {ma(F) : F € F}. This is an FIP closed family. By the compactness of

Xa, there exists 74 € (g, - Let T = (Ta) 4 -
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e Step 2: Let V,, be any open set containing z,.

Ta €| JOu = Vanma(F)#@ VFEF
= VoNn.(F)#@ VFeF
= Vo NF#2 VYFcF.

So 7, 1[V,] € F for all a and for all open Vg, 3 z4.

e Step 3: Show that x € F for all F € F. It is enough to check that U N F # & for
all F' € F when U is an open neighborhood of z. It is enough to check for open sets
in a neighborhood base. That is, we only need to check U = (jL; ngl [Us,] for all
open U, 3 x,. Because every x, ;18 Hausdorff, there exists an open set V, ; such that
To; € Va; € Va,; C U, Now, by step 2, W;J,I[Vaj] € F for all j. So

n n
UNF = Tl lUa] | NF 2 (70! Vo, ]| NF # 2.

J=1 J=1

Soxz e F. O
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7 The Arzela-Ascoli Theorem

7.1 Compactness of subsets of C'(X)

Last time, we proved Tychonoff’s theorem, which says that a product of compact spaces is
compact. Really, we want to think about [ [ c 4 Xa as the set of functions f: A = |J, Xa
sending o — x,, where x, € X, for all a. in analysis, finding compactness of spaces and
subspaces of functions is very useful and important.

For this lecture, we will assume X is a compact, Hausdorff space. We will let C'(X) =
C(X,C) (although everything here is true for R instead of C. We also denote

pu(fs9) = I f = gllu = sup [f(z) — g(z)].
reX

We know that (C(X), py) is a complete metric space. This is a big space. We will identify
its compact subspaces. Let F C C(X). When is it closed and totally bounded? The point
of this theorem is to give conditions for totally boundedness.

Definition 7.1. A family F is equicontinuous at x € X if for any £ > 0, there exists
a neighborhood U > x such that |f(x) — f(y)| < e forall y € U and for all f € F. F is

equicontinuous if it is equicontinuous at every point.
This is the same neighborhood U for all f € F.

Definition 7.2. A family 7 C C(X) is pointwise bounded if the set {f(x): f € F} is
bounded for all z € X.

7.2 Statement and proof of the theorem

Theorem 7.1 (Arzela-Ascoli). A subspace F is totally bounded if and only if it is equicon-
tinuous and pointwise bounded. Moreover, F is compact in (C(X), pu)-

Example 7.1. If X has a compact metric p, then F is equicontinuous if for all x € and
e > 0, there exists a ¢ > 0 such that |f(z) — f(y)| < € for all y such that p(z,y) < ¢ (for
all f e F).

Example 7.2. Any finite subset of C(X) is equicontinuous.

Example 7.3. Let X = [—1,1]. Let F be the sequence of functions which are 0 on [—1, 0]
and increase continuously to 1 (with steeper and steeper slope). This sequence converges
to 1], which is not in F. This family is not totally bounded, and the ever-increasing
steepness at 0 makes this family not equicontinuous.

We will only prove one direction of the equivalence.*

4Professor Austin says that the other direction is not very useful, in his experience.
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Proof. (<=): Let € > 0. We will cover F with finitely many subsets of p,-diameter < 4e.
For every x € X, there exists a neighborhood U > x such that |f(y) — f(z)| < ¢ for all
y € Uy and f € F. By compactness, there exists a finite subcover X = Uy, U---U Uy, .
For each i = 1,...,m, the set {f(z;) : f € F} is bounded. So Ui {f(z;) : f € F}is
bounded. That is, there exists a finite B C C such that for all ¢ and f € F, there exists a
z € B such that |f(z;) — 2| < e.

For each ¢ € B™, define F, = {f € F : |f(z;) — ¢(z;)] <eVi=1,...,m}. To finish,
condier f,g € F,. We know that |f(z;) — g(x;)| < 2¢ fpr a;; i = 1,...,n. For any other
y € X, we have y € Uy, for some i, so

[f (@) = F) < [f () = fl@a)| + | f (i) — g(wi)| + 9(2:) — 9(y)]

<e+2+e
= 4e.
So ||f — gllu < 4e for all f,g € F,. This gives total boundedness. O

Remark 7.1. F is compact because it is still totally bounded. In general, closure preseves
total boundedness.
7.3 Alternate proof of Arzela-Ascoli

Here is an alternative proof.

Proof. ( <= ): Let F be equicontinuous and pointwise bounded. Let D, be a closed,
bounded disc in the complex plane containing {f(x) : f € F}.We can think of F C
[1.cx Dz, which is a compact product by Tychonoff’s theorem. The following lemma (left
as an exercise) completes the proof. O

Lemma 7.1. Let F be closed and equicontinuous in C(X). Then

1. Restricted to F, the uniform topology on C(X) and the product topology on ], x Dz
are the same.

2. F is also closed as a subset of [[,cx Dz-

7.4 Arzela-Ascoli in R"

In general, we can extend Arzela-Ascoli to spaces that are not compact but made of count-
ably many compact pieces. Let’s see how this works in R™. Let (f,)nen € C(R™) and
f € C(R™). These are not even necessarily bounded. What is the appropriate notion of
convergence for them?

Definition 7.3. The sequence f, — f locally uniformly if f,|x — f|x uniformly for
all bounded K C R".
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Theorem 7.2. If (fn)neny € C(R") is equicontinuous and pointwise bounded, then there
exist f € C(R™) and a subsequence fnky = [ locally uniformly as k — oc.

Proof. For any r € N, Arzela-Ascoli gives that {f,, : B,(0)} is totally bounded in C'(B,(0)).
By a diagonal argument, there exists a subsequence (fy))pZ; such that f, ’T@ con-

verges uniformly to some f(") € C(B,(0)). By the uniqueness of limits, we have f% =

f) for all 7 < s. So there exists a function f : R” — C such that f(") = f|m for all r
and f € C(R"). This is the same thing as locally uniform convergence f, ) — f- O

Remark 7.2. We can think of this proof as Arzela-Ascoli applied to the image of F in

[[;2, C(B(0)).

Example 7.4. In BC(R), consider {f,(x) = ¢*: 1 < a < 2}. This is pointwise bounded,
and it is uniformly equicontinuous by the mean value theorem. Let 1 < a < # < 2. Then

Pu(faa fﬁ) = 2.
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8 The Stone-Weierstrass Theorem

8.1 Algebras of functions

Last time, we characterized compact (in some sense ‘small’ subsets of C'(X)). This time, we
will characterize larger subsets, in the sense that .4 C C(X) is dense. This also generalizes
the classic Weierstrass approximation theorem.

Let X be a compact Hausdorff space. In this lecture, we will denote C(X) = C(X,R).

Definition 8.1. A subset A C C'(X) separates points if for all distinct z,y € X, there
exists a function f € A such that f(z) # f(y).

Definition 8.2. An algebra of functions is a linear subspace A C C(X) such that if
f,g9 € A, then fg € A.

Definition 8.3. A lattice of functions is a linear subspace A C C(X) such that if f,g € A,
then max(f, g), min(f,g) € A.

Definition 8.4. A vanishes at x € X if f(z) =0 for all f € A. A is nowhere vanishing
if it does not vanish at any =z € X.

This means that for every z € X, there is some f € A such that f(x) # 0.

Theorem 8.1 (Stone-Weierstrass). Let A be an algebra, closed under p,, and separate
points.

1. If A is nowhere vanishing, then A = C(X).
2. Otherwise, there exists some xo € X such that A= {f € C(X): f(xo) = 0}.
R? is an algebra over R with the multiplication (x,y) - (u,v) := (zu, yv).

Lemma 8.1. As an algebra over R, the only subalgebras of R? are {(0,0)}, {0} x R,
R x {0}, {(¢,t) : t € R}, and R2.

Proof. Let A be a subalgebra of R2. We may assume that dim(A) = 1. Let (z,y) € A.
Then 22,y € A. These two ordered pairs must satisfy a linear relation, so z = 0, y = 0,
or r =y. O

Remark 8.1. This is a special case of Stone-Weierstrass. If X = {1,2}, then C(X) = R

Lemma 8.2. There exists a sequence (py)n of real polynomial with p,(0) = 0 such that
pn(t) = |t| uniformly fort € [—1,1].

Proof. Consider the Maclaurin expoansion of /1 — s, where 0 < s < 1. Apply this, using
the fact that |[t| = 4++/1 — (1 —12).5 O

5This is the way Folland proves this lemma. There are lots of equally good ways to prove this.
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Lemma 8.3. Let A be a closed subalgebra of C(X), Then f € A = |f| € A, and A is
a lattice.

Proof. Let f € A with m := ||f||. > 0. By considering |f/m| = (1/m)|f|, we may assume
that m < 1. Let (p,)n be given by the previous lemma. Then p,, o f converges uniformly
to |f| as n — oo. All the p, o f lie in A, as A is an algebra. Since A is closed, |f| € A.

If f,g € A, max(f,g) = (1/2)|f + gl + (1/2)|f — g/, and min(f, g) = —max(—f, —g).
So these are still in A. O

8.2 Proof of the theorem

Now we can prove the theorem.

Proof. Suppose A C C(X) is a closed lattice that separates points. Also, assume A is
nowhere vanishing.

Step 1: For all z # y € X consider A, , = {(f(z), f(y)) : f € A}. Then A,, is a
algebra of R?, separating points and nowhere vanishing. So Apy = R? for all =, 7. Thus, for
any f € C(X) and z,y € X, there exists a function g,, € A such that g — z,y(z) = f(x)
and gay(y) = f(y).°

Step 2: First, here is the idea: Pin down a point x, and vary y. Each g, , agrees with
[ at at least 2 points. Moreover, g, := maxy g, , must satisfy g,(z) = f(z) and g, > f
everywhere. Then we use compactness to only talk about finitely many points.

Fix x € X. For all y € X, we have g, ,, as above. Fix € > 0. Now there exists an open
set U, 3 y such that g, y|u, > flu, — €. By compactness, there exists X = Uy, U---UU,,,.
Now let g, := ax(g—x,y1,...,9—x,ym) € A. Westill have g(z) = f(z), and for all z € X
there exists an ¢ such that z € Uy y,. So g2(2) > gay:(2) > f(2) —€; ie. go(x) = f(x), and
fz > [ — € everywhere.

Step 3: For every x € X, there exists a neighborhood V, > x such that g,|y, <
flv, +¢. By compactness there exists a finite subcover X =V, U---UV,, . Let g =
min(gz,, ..., 9z,). Now g < f + ¢ everywhere, and g > f — ¢ from step 2.

If A vanishes at zy € X, then it can’t vanish anywhere else because it separates points.
Rerun the previous proof, just altering Step 1. We know that A C {f € C(X) : f(xo) = 0}.
If x #y € X, and (z9) = 0, then we just need to show that there exists a g,, € A such
that g —z,y = f(x) and g,y = f(y). The proof is the same, except the subalgebra we get
is Ayyy = {0} x R. O

Theorem 8.2. Let B C C(X) be an algebra that separates points. Then
1. If B is nowhere vanishing, then B is dense in C(X).

2. Otherwise, there exists xo € X such that B is dense in {f € C(X) : f(zo) = 0}.

5Tt looks like we are using the axiom of choice here. You don’t actually need it for this.
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Proof. Let A = B. This is still an algebra, and we can use the other version of the
theorem. O

8.3 The complex Stone-Weierstrass theorem
What about C(X,C)?
Definition 8.5. A *-algebra over C is an algebra such that f € A = f € A.

Theorem 8.3 (complex Stone-Weierstrass). Let A C C(X,C) be a closed *-algebra that
separates points. Then

1. If B is nowhere vanishing, then B is dense in C(X).
2. Otherwise, there exists xg € X such that B is dense in {f € C(X) : f(zo) = 0}.

Example 8.1. What if the algebra is not a *-algebra? Here is a counterexample in this
case. Let X = {z € C:|z| =1}, and let A be the set of complex polynomials in C(X,C).
We cannot approximate z — Z by members of A.
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9 The Baire Category Theorem

9.1 Statement and proof of Baire’s theorem

On R, is 1g a pointwise limit of continuous functions? We will be able to answer this
question and many more.

Let (X,p) be a complete metric space. Recall that A C X is nowhere dense if
(A)° = 2.

Theorem 9.1 (Baire category theorem). Let (Uy)32, be a sequence of dense, open subsets
of X. Then ()2, Uy, is still dense in X. Equivalently, X is not a countable union of
nowhere dense sets.

Remark 9.1. The 2nd statement is the same statement but taking complements of all the
sets involved.

Remark 9.2. This does not hold for uncountable intersections. For example, if X = [0, 1],
we can define U, = [0,1] \ {z} for each z € X. Then |J, U, = @.

Proof. Let x € X, 6 > 0. We must show that Bs(x) N[~ U, # &. First, Bs(z)NU; # &;

this intersection is open. Pick Bas, (x1) C Bs(xz) N Uy, where 20; < 0. Then Bs, (z1) N Uz #

@; this intersection is also open. Pick Bss,(z2) C Bs,(x1) N Uz such that 25, < 4.

Continue this recursively. The end result is we get balls Bs,(z;) with ¢ > 1 such that
Bas, 1 (wit1) € By, (%) N Uig1 and Gyqq < 6;/2.

This tells us that ¢; < C'/2" for some constant C'. We also get that Bs, (xj) C By, (i)

o0

1

for all j > 4. So p(xj,x;) < 6; for all j > ¢ > 1, which means that the sequence (z;);

1=

is Cauchy. By completeness there exists a limit y = lim; x;. Moreover, y € Bs,(z;) C
Bos, (z;) C U; for all 4. Similarly, y € Bs(x). O

The same proof gives a slightly more general statement.
Theorem 9.2. IfV C X is open with V # @ and (Uy)72, is open such that U,NV DV
for alln. Then (N, U,)NV D V.

9.2 Meager and residual sets

Definition 9.1. Let X be a topological space. Then A C X is of first category’ (or
meager) if it is a bountable union of nowhere dense sets. A C X is of second category
(or non-meager) otherwise. A C X is co-meager (or residual) if A is a meager set.

Example 9.1. The ambient space is important. N is meager inside R but residual in N.

Corollary 9.1. Let (X, p) be a complete metric space.

"This was Baire’s original terminology. I think meager is a much more intuitive term, though.
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1. If X = U, F, where each F, is closed, and U C X is a nonempty open set, then
there exists a nonempty open V. C U and n € N such that V C F?.

2. If X =U;21 An, and U C X is a nonempty open set, then there exists a nonempty

open V.C U and n € N such that V C (A,)°.
3. The collection of residual sets is closed under countable intersections.

4. The collection of meager sets is closed under countable unions.

Corollary 9.2. IfR\Q =02, E,, then there exists an n such that E,, O (a,b) for some
a < b.

Proof. The given condition implies that R = J,,{gm} U U,—; En, where (¢m)m is an
enumeration of Q. Now apply Baire category. Either some {g,,} or some FE, is dense in

some (a,b). This cannot be any of the {¢n}. O

Corollary 9.3. Q is not the countable intersection of dense open sets.

9.3 The Baire-Osgood theorem

Theorem 9.3 (Baire-Osgood). Let (X, p) be a complete metric space, and let (fn)n C
C(X,R) be such that f, — f pointwise. Let A be the set of continuity points of f. Then
A is residual.

Proof. Call the oscillation of f at z € X

wple) = inf swp |f(y) ~ F(2)]
>0y 2eB;(x)
[ is continuous at A if and only if wy = 0. So X \ A = {z: wy(z) # 0} = Uge {2 : wp >
1/k}. By the Baire category theorem, it is enough to show that {z : wy(x) > €} is closed
and nowhere dense for all € > 0.

To show that this is closed, let ¢ {z : wy(z) > e}. That is, let wy(z) < e. Then there
exist 0 > 0 and € < € such that |f(y) — f(z)| < € for all y, z € Bs(x). If 2’ € Bjo(x), then
Bjsjo(2') € Bs(x). Then for all y, z € Bysp(2'), we have y, z € Bs(x). So [f(y) — f(2)] C &;
e we(a') <& <e. So{z:ws(xr) <e}is open.

Now let’s show that {z : ws(x) > €} is nowhere dense. Suppose U is a nonempty open
set. Let Ep := (), ;5,{z : [fi(z) — fj(2)| < e}. These are closed, and X = |J,, E,,. Then
there exists an n and a nonempty open set V' C U N E¢ containing Bs(z) > y,z. Then
|fily) — f(y)] < e for all i > n. Also, wg(xz) = 0, so tjere exists |delta’ < § such that
|fi(y) — fi(2)| < e for all y,z € Bs/(x). By the triangle inequality, |f(y) — f(2)| < 3e. This
is a contradiction because |f(y) — f(2)| > 4e. O

Corollary 9.4. 1g is not the pointwise limit of continuous funcitons.

Proof. 1g is not continuous anywhere. O
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10 Universal Spaces

10.1 Embeddings into generalized cubes
In this lecture, I = [0, 1].
Definition 10.1. A generalized cube is T4 for some A # @, with the product topology.

Definition 10.2. Let X be a topological space. The family 7 C C(X,I) separates
points and closed sets if for all closed £ C E and x € E€, there is some f € F such

that f(x) ¢ f(E).

The existence of such functions in a T space is given by Tietze’s extension theorem.

Definition 10.3. If 7 C C(X,I) separates points and closed sets, then tere exists G C
C(X,I) such that for all closed E C X and x € E°, there exists some g € G such that
g(x) =1and g|g = 0.

Proof. For all x, E as above, choose f which separates them; that is, f(x) ¢ f(E). Then
x is contained in an interval disjoint from F, so there exists some piecewise linear bump
function ¢ such that ¢(z) = 1 and ¢ = 0 outside of this interval. Then define f, g = @of.
Let G = {gs.p,f: 2, E, f as above}. O

Definition 10.4. X is completely regular if it is 77 and if for all closed £ C X and
x € E°, there exists some f € C(X,I) such that f(z) =1 and f|g = 0.

This is sometimes called T3 1 /2. So a T} space is completely regular if and only if C' (X, 1)
separates points and closed sets.

Definition 10.5. For F C C(X,I), the map associated to F is e : X — I7 : x
(f () fer-

We want to study when this is a homeomorphism.
Proposition 10.1. Let X, F,e be as above.

1. e is continuous.

2. If F separates points, then e is injective.

3. If X is 11 and F separates points and closed sets, then e is a homeomorphism X —
e(X)CI”.

Proof. The first 2 mostly follow from the construction.
1. A canonical sub-base on I” is sets of the form WJII[U} = {(zf) perLxy € U}, where

U C [0,1] is open. Now e_l[ﬂfl[U]] = fu].
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2. Let x #y € X. Then there exists f € F such that (e;)r = f(x) # f(y) = (e(y))s-
So e(x) # e(y).

3. We must show that if U is open in X, then e(U) is relatively open in e(X). Pick xz € U.
We will find an open subset V of I7 such that e(x) € V Ne(X) C e(U); this implies
that e~! is continuous for the relative topology. Apply the assumption to z and
E = U°. Then there exists f € F separating them, so (e(x)); ¢ m¢(e[E]) = F(E).
Define V = {(yg)ger : yg € I \ mp(e[E])}. This is open in I*. Then e(z) € V Ne(X)
by construction, and V Ne[E] = @. So V Ne[X] C e[U]. O

Corollary 10.1. The following are equivalent:
1. X is completely regular.
2. X embeds into a cube.
3. X embeds into some compact Hausdorff space.

Proof. (1) = (2): Apply the proposition with F = C(X, I).

(2) = (3): Cubes are compact Hausdorff spaces.

(3) = (1): We just need that subsets of completely regular spaces are completely
regular. Do this as an exercise. O

Corollary 10.2. Any compact Hausdorff space is homeomorphic to a closed subset of a
cube.

Proof. X embeds into e[X] C I for some A. Since X is compact, e[X] is compact. I4 is
Hausdorff, so e¢[X] is closed. O

10.2 Compactification

In general, we can embed a completely regular space into a cube. Taking its closure, we
get a compact, Hausdorff space.

Definition 10.6. A compactification of X is a pair (Y, ¢), where Y is compact Hausdorff
and ¢ is an embedding X — Y with p[X] =Y.

Example 10.1. R — S! is an embedding. If we add in the extra point, we get a one-point
compactification.

Example 10.2. R — [—1,1] is an embedding. If we add the endpoints, we can get a
two-point compactification.
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X,I)

In general, the compactification X — e[X] C 1(¢( is called the Stone-Cech com-

pactification.

X~ e[X]
S

10.3 Embeddings of compact spaces

Y

Now let (X, p) be a compact metric space.
Lemma 10.1. Compact metric spaces are separable.

Proof. For all n € N, there exists a finite S, C X such that (J,cg Bi/n(7) = X. Now
U,, Sn is countable and dense. O

Corollary 10.3. C(X) is separable.

Proof. Let S C X be a countable dense subset. For y € S, let f,(z) := p(y,x). Let
Ar = {ao + Y00  aify, - fyoms @ @i € Ry;; € S}. This is an algebra, it is nowhere
vanishing, and it separates points : if  # z in X, there exists (y,)n, € S such that y,, — .
So fy.(x) = 0, and fy_n(z) — p(x,z) # 0. So Ar by the Stone-Weierstrass theorem,
which means that Ag = C(X). O

Proposition 10.2. Compact metric spaces embed into [0, 1]V.

Proof. Let A be some countable dense subset of C'(X,I). Then A separates points and
closed sets. So [0,1]4 = [0, 1]". O

Remark 10.1. We can do this explicitly whenever X is separable. Let (z,,), be dense in
X. Let e(x) := (min{p(z, x,),1}), € [0,1]N. This is the embedding.

Theorem 10.1 (Urysohn’s metrization theorem). Let X be 2nd countable. Then X is
metrizable if and only if it is normal. Equivalently, X embeds into [0,1]N.

Proof. Here is the idea for showing that normality implies that X embeds into [0, 1]N.
Let £ be a countable base. Define the countabl collection F which separates U¢ and V¢
whenever U,V € £ and U°N V¢ = @. Now apply the embedding construction. ]
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11 Introduction to Norms and Normed Vector Spaces

11.1 Normed vector spaces

First, here is our notation. We will denote K = R or C and X to be a vector space over
K. We will denote Kz = {A\z : A € K} and 0 as the origin in K or X. If M, N are vect
spaces in X, then we denote M+ N ={z+y: 2z € M,y e N'}.

Definition 11.1. A seminorm on X is a function || - || : X — [0, 00) such that
Ll +yl < [lz]l + llyl| for all 2,y € &
2. |[Ax|| = |A|||z]| for all z € X (homogeneous of order 1).

A norm is a seminorm such that |[z]| = 0 = =z = 0. A pair (X, -||) is a normed
vector space.

The second property of seminorms implies that [|0]| = 0.

Definition 11.2. The norm metric on (X, | - ) is p(x,y) = || — y||. This generates the
norm topology.

This is the kind of definition
Example 11.1. R” or C™ with the Euclidean norm are normed vector spaces.
Example 11.2. The space BC (X, K) with || f||, := sup,ex | f(z)].

Example 11.3. The space (3¢ = {(2,,)%%; € K~ : sup,, |z, < oo} is a normed vector
space with the norm ||z||s = sup,, |z,|. This is actually BC(N, K).

Example 11.4. Let (X, M, u) be a measure space. Then L} (1), the set of measurable
functions f : X — K such that ||f]1 = [|f|du < oo, is not a normed vector space. In
fact, || - ||1 is a seminorm, so to get a normed vector space, we need to look at equivalence
classes of functions that agree p-a.e.

Example 11.5. The space (% = {(2,), € K : [|21] =X, |zn| < oo} is a normed vector
space.

Example 11.6. (% = {(z,), € KN : |23 =3, |7n|? < 00} is a normed vector space. In
fact, if we replace 2 by p for 1 < p < 0o, we also get a normed vector space.
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11.2 Completeness and convergence

Definition 11.3. A Banach space over K is a normed vector space over K which is
complete in the norm metric.

All the above examples are Banach spaces.

Example 11.7. Here is an incomplete Banach space.® Let Y = {z € €}< : dng €
Ns.t. 2, =0VYn > ng}.

Definition 11.4. A series Y 2, z, in (X, || - ||) is convergent if there exists some z € X
such that |z—Y"_ z,|| = 0as N — occ. It is absolutely convergent if 32 ||z, < co.

Proposition 11.1. A normed space (X, || - ||) is complete if and only if every absolutely
convergent sequence is convergent.

Proof. (= ): Assume X is complete. Let Sy = >, . Then for M > N,
M

>

n=N+1

M

< 3 Jaal 20,
n=N-+1

1SN = Smll =

Then Sy is Cauchy, which means it has a limit.
( <= ): Suppose (zp)n is Cauchy. Then ||z, — || = 0 as n,m — oco. Pick n1 < ny <
- such taht ||z, — 2p|| < 2771 for all n,m > n;. Define y1 = zp, and y; = &n, — Tn,_,
for 7 > 2. Note that Z?:l Yj = Tp,. Also,

k k [e%S)
D Nyl = Nzngll+ Y N, =, |l < llany |+ 2797 < oo,
Jj=1 j=2 =2

So there exists some x = limy_, o 2?21 y; = limy xy,, . Then z, — x. ]

Remark 11.1. In this proof, we used a very useful technique: pass to a subsequence to
upgrade the convergence to a much faster convergence.

Proposition 11.2. L} (1) is complete.

Proof. Assume (f;); € Lk(u) such that > J1fildp < oo Let gy = Zjvzl |fj| be non-
negative and increasing in N. By the monotone convergence theorem, there exists some
g such that ¢ = limygy, ¢ > 0, and [¢g = lim [ gy < oco. Now if Fy = Zjvzl fi
then |Fx| < g. Moreover, ZinN|fj| < g — gn — 0 whenever g < oo (which holds
a.e.). So F(z) := limy Fv(z) exists for a.e. 2.By the dominated convergence theorem, we
conclude that [ Fydp — [ Fdp. Similarly, |Fxy — F| < 2g be the triangle inequal-
ity, and |Fx — F| — 0 pointwise. So by the dominated convergence theorem again,
J|Fy—F|— [0=0.

The case K = C is similar. d

81f you ever wonder whether a property is using the completeness of a Banach space, try seeing if it still
holds in this space.
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11.3 Norms over finite dimensional vector spaces

Definition 11.5. Two norms ||-|| and || ||" are equivalent if there exists some C € (0, 00)
such that (1/C)|z| < ||z||’ < C||z]|| for all z € X.

Theorem 11.1. If dim(X) < oo, all norms are equivalent.

Proof. We will treat the K = R case; the K = C case is similar. It is enough to show this
when X = R™. Let |- | be the Euclidean norm and || - || be another norm. We will show
that |- || and || - || are equivalent.

Let eq,...,e, be the standard basis. Then

n n 1/2 1/2
S e <3 bl el < (z w) (znez-nﬁ
=1 =1 7

]l =
i
by Cauchy-Schwarz. In fact, this shows that || - || is continuous.
To finish, it is enough to show that inf{||z|| : |x| = 1} > 0. But this infimum is achieved
at some z such that |x| = 1. We must still have ||z|| > 0 at this =. O

The proof also showed us the following.

Corollary 11.1. || - || is continuous for the usual topology on R™.
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12 Banach Space Constructions

12.1 Product spaces

Definition 12.1. Let (X, - ||x) and (), || - ||y) be normed vector spaces over K. The
Cartesian product X x ) is a normed space with one of many possible norms:

L[z, y) || := max([z]|x, [[ylly)

2. [z )|l = |zl + llylly

3. @)l = /llzl% + llyl3-

Remark 12.1. There are many natural options for what norm to use; not all of them are
listed here. However, from a category theory perspective, none of these are “natural.”

Proposition 12.1. With any of these norms, X x Y is complete if and only if both X and
Y are complete.

12.2 Quotient spaces

Definition 12.2. Let (X, || - ||) be a normed space over K, and let M C X be a vector
subspace. The quotient space is X/ M = {z + M : x € X} with the quotient norm
|l + M| :=inf{||y| : y € z + M}.

Lemma 12.1. If X is complete and M C X is a closed subspace, then X /M is complete.

Proof. Suppose (z, + M)22, € X/cM is a sequence such that > 7, ||, + M]||. For each
n, pick y, € z, + M such that ||y, | < [|zn + M| +27". Then Y, [|yn]| < 00, so there
exists some y = > >, y, € X. So [y — ZnN:1 | = 0 as N — oo. This is an element of

W+ M) =N (g + M) = (y+ M) =N (@, + M). So

N N
(?J+M)—Z(xn+M) < y—z — 0. n
n=1 n=1

12.3 Bounded linear maps

Definition 12.3. A linear map 7' : X — ) is called bounded if there exists some C' < co
such that ||T,|ly < C||z||x for all z € X. The vector space of bounded linear maps is
called L(X,)).

Proposition 12.2. Let T : X — Y be linear. The following are equivalent:

1. T 1is continuous.
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2. T is continuous at 0.

3. T is bounded.

Proof. (1) = (2): This is a special case.
(3) = (1): For all z,2' € X, we have

1Tz — T2y = |T(z — 2")]ly < Cll — 2/ x.
(2) = (3): For every € > 0, there exists a 6 > 0 such that
lzllx <6 = |Telly <e.

So for all z € X\ {0}, let 2’ = ;-%—. Then ||2/||x < J. Then

o 2flellx

4] 2e
T2 ||y = =——||Tzlly <e = |Tully < | = : O
Il = s ITaly <& = ITuly < (%) el
Lemma 12.2. If S,T € L(X,)), say with constants Cg,Cr, then S+ T € L(X,)) with
constant at most Cs + Cr, and ASL(X,Y) with constant < |\|Cg

Proof.
1S+ T)x|| < [[Sz|| + [|Tz]| < (Cs + Cr)ll]. O

Definition 12.4. £(X,)) is a normed space with the operator norm
[T [lop = inf{C": [[T|| < Cllz|| Vz € X}.
Remark 12.2. Equivalently, we can define the operator norm as

[T llop = sup{C: |Tzl|ly : x € X, [|lz]x = 1}.
T
:sup{C" | Zzlly ';UEX\{O}}.

e
Proposition 12.3. If Y is complete, so is L(X,)).
Proof. Let (T},), be Cauchy in £(X,)). Then for all z € X, we have

n,Mm—00

1 Tnz = Tnlly < [Tn = Trnllopll2 |l x 0,
so there exists a lim,, T,z =: Tx. Now show that T" € L(X,)) ,and |T;, — T'|jopp — 0. O
Remark 12.3. If S € £L(X,)) and T € L(Y, Z), then for all z € X,

TSz z = ITN[Szlly < ITIISTl]lx,

soToSeL(X,Z),and [|[To S| <|S||T||. So L(X,X) is an algebra over K, and it is a
Banach algebra if X' is complete.

Definition 12.5. A linear operator 7' € L£(X,)) is invertible (or an isomorphism) if
T~! exists an and is an element of £(), X).
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12.4 Dual spaces and the Hahn-Banach theorem

Definition 12.6. The space X* := L(X, K) is the dual space. Its norm is called the
dual norm, and its elements are bounded linear functionals.

Theorem 12.1 (Hahn-Banach). Let (X, ||-||) be a normed space, let M be a linear subspace,
and let f € M*. Then there exists F € X* such that F|p = f and ||[F||la+ = || fllm=-

We will prove this theorem next time. Instead, let’s look at a consequence.

Theorem 12.2. If M C X is a closed linear subspace and x € X \ M, then there ezists
f € X* such that fipg = 0 but f(z) # 0. Moreover, we can take ||f|| = 1 and f(z) =

infye [l —yl|-
Proof. Let N = M + Kxz. Let 6 = infycps ||z — y[| = 0. Define the function g : N' — K as
g(y + Az) := 0+ AJ. To show that g is well-defined and linear, note that

9((y+x) + (v + Nx)) = g((y + ') + (A + X)) = (A + N)é.

For find the norm of g, we want |g(y + Az)| < ||y + || for all y, A. Scaling by a constant,
we can assume A = 1. Then we want § = |g(y + z)| < ||y + z|| for all y € M, which
is true by definition. By the Hahn-Banach theorem, g has an extension f € X* with

1= llgll = 1. -
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13 The Hahn-Banach theorem and Dual spaces

13.1 Reflexive spaces and dual spaces

Last time, we showed a consequence of the Hahn-Banach theorem. Here is a special case,
where we separate x € X’ from the closed subspace M = {0}.

Proposition 13.1. Let z € X \ {0}. Then there exists some f € X* such that ||f|| =1
sand | f(z)| = ||z||. Moreover, X* separates points of X.

Proposition 13.2. Ifx € X, define & : X* :— K by &(f) := f(z). Then x — Z is a linear
isometry X — X**.

This is called the canonical embedding.

Proof. For linearity,
Ty(f) = fle+y) = f@) + fy) = &) + 9(f)-

Multiplication by constants is the same. To show that it is an isometry,
[&]} e = sup{2(f) : [|fll- <1}
= sup{f(z) : [|f]l+ < 1}

< |||
We can achieve equality by the above corollary of Hahn-Banach. ]

Remark 13.1. Recall that if ) is complete, then £(X',)) is complete. Then, since X** =
L(X*,K), and K = R or C is complete, X** is complete. So X = {Z& : x € X'} is a canonical
way of completing X.

Definition 13.1. X is reflexive if X = X**.

Finite dimensional vector spaces are always reflexive. This is not always the case for
infinite dimensional spaces.

Example 13.1. C[0, 1] is not reflexive. We will see this later, but its dual is not separable,
and neither is its double dual.

Definition 13.2. The adjoint (or transpose) of T: X — Y is T* : Y* — X™* defined by
T*(f) = foT.

T* is linear, and it satisfies ||[7|| < |||
Proposition 13.3. Let T : X — Y be bounded and linear.
1T = [T
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2. Let T** : X** = Y™ be T** = (T*)*. Then T*|; =T.

3. T* is injective if and only if T[X] is dense in Y.

4. If T*[V*] is dense in X*, then T is injective.
Proof. The verification of these either follows quickly from the definitions or is an applica-
tion of Hahn-Banach. O
13.2 The Hahn-Banach theorem

For now, X will be a real vector space.

Definition 13.3. A sublinear functional is a function p : X — R such that
L. p(x+y) <p(x) +py) for all z,y € X
2. p(Az) = Ap(z) for all A > 0 and =z € X.

Example 13.2. Any seminorm is a sublinear functional.

Theorem 13.1 (Hahn-Banach, general form). Let X be a real normed space, let p be a
sublinear functional, let M C X be a subspace, and let f : M — R be linear and such that
f(x) < p(x) for all z € M. Then there exists a linear functional F : X — R such taht
Flp=f and F < p.

Proof. Step 1: Suppose X = M + Rz, where ¢ M. Then any element of X is m + Az for
some unique m € M and A € R. We want to find a € R such that if we set F(m + \z) :=
f(m)+Aa, then F < p;ie. f(m)+Aa < p(m+Az) for allm € M and A € R. Equivalently,
we want Aa < p(m + Az) — f(m). We have two cases:

1. If A > 0, then this is equivalent to o < p(m + Az)/A — f(m)/X for all m € M. That
is, « < p(m/X+ x) — f(m/X). This is equivalent to o < p(m + x) — f(m) for all
m € M.

2. If A <0, divide by —\ and rearrange similarly. We want —a < p(m — x) — f(m) for
all m € M. This is a > f(m') — p(m' — z) for all m" € M.

So it remains to show that f(m') — p(m' —x) < p(m + x) — f(m) for all m,m’ € M; if
we have this, then we can pick any « between these upper and lower bounds. We can
rearrange to get f(m) + f(m') < p(m’ —x) + p(m + z) for all m,m’ € M. But this is

f(m) + f(m')

fim+m')
< p(m+m/)
p((m+z) + (m' - z))
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<p(m' —z)+ p(m+ ),

so we can have the desired a.

Step 2: Here is the general case. Let £ be the collection of pairs (N, g) such that N
is a subspace of X containing M,and g : ' — R is a linear functional such that g|y = f
and g < p. Define the partial order (N,g) < (N',¢') if N C N, and ¢'|pr = g. We will
use Zorn’s lemma. We wnt to show that every chain ((NVa, ga))a has an upper bound. Let
N =, Na, and let g(z) = go(z) for all € N,. Then g < p, and g|pm = galm = f. We
must show that N and g are linear. If z,y € N, then 2 € N, and y € N3, so z,y € N,
where Ny D N3. So z+y € Ny < N. So by Zorn’s lemma there exists a maximal element
(N, g) € £. We must have N’ = X otherwise step 1 contradicts the maximality of N'. [
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14 Applications of the Baire Category Theorem in Banach
Spaces

14.1 The complex Hahn-Banach theorem

Here is a loose end from last time.

Theorem 14.1 (Hahn-Banach, complex version). Let (X, | -||) be a normed vector space
over C, let M C X be a subspace, and let f € M*. Then there exists an F' € X* such that
Fla=f and |F| = f.

Proof. Define u = Re(f). Observe that f(iz) = if(zr) = —Im(f(x)) + iRe(f(z)). So
Im(f) = —Re(f(i-)) = —u(i-). By the real Hahn-Banach theorem, u extends to U, and let
F(z) =U(xz) —iU(ixz). Check that |F| = |f|. O

14.2 The open mapping theorem

In finite dimensional vector spaces, linear bijections have linear inverses. Does this still
work for normed spaces and bounded linear functions? The answer is no, unless we are
dealing with Banach spaces.

Definition 14.1. A function f: X — Y is called open for all open U C X, f[U] is open
inY.

Lemma 14.1. Let T : X — Y be a linear map between normed spaces. Then T is open if
and only if T[Bx(0,1)] 2 By(0,r) for some r > 0.

Proof. (= ): This follows from the definition.
( <= ): Assume the condition holds. Let U C X be open, and let z € U. Since U is
open, there exists some s > 0 such that By(z,s) C U. Then

TIU] 2 T[Bx(x,s)]
={T(x+su):ue Byx(0,1)}
=Tz + sT[Bx(0,1)]

D Tz + sBy(0,r)
= By(Tz, sr).

O]

Theorem 14.2 (Open mapping theorem). Let X',) be Banach spaces, and let T : X — Y
be surjective. Then T is open.
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Proof. Step 1: Write X = J,, nBx(0,1). So Y =T[X] = J,nT[Bx(0,1)]. By the Baire
category theorem, there is some n € N such that nT[By(0,1)] contains some open ball
By(y,r). Then T[Bx(0,1)] O By(y/n,rn). Pick z1 such that ||[Tx1 — y/n| < r/(4n).
Then T'[—xz1 + Bx(0,1)] = —T21+T[Bx(0,1)] 2 By(y/n—Txz1,7/n) 2 By(0,7/(2n)). So
we get T[Bx (0,14 |lz1]|)] 2 By(0,r/(2n)). This gives us that T[Bx(0,1)] 2 B,(0,s) for
some s > 0. By dilating by a constant (which is a homeomorphism from a Banach space
to itself), we get T'[Bx(0,7)] 2 By(0,s) for all > 0.

Step 2: Pick y € By(0,s), and pick 1 € Bx(0,1) such that ||y — Tz1]y < s/2.
Call y3 = y — Tz1. Now pick z3 € Bx(0,1/2) such that ||y1 — Ty,|ly < s/4, calling
yo = y1 — T,. Continuing like this, we get a sequence x,, € By(0,1/2""!) such that if
Yn = Yn—1 — T'Tp, then |ly,|| < s/2". Intheend, x :=) =z, € X as |z <>, ||lzn| <2,
and Tx =) Tz, =y. So T[Bx(0,2)] 2 By(0,s/2). O

Corollary 14.1. If T € L(X,Y) is a bijection between Banach spaces, then T—! €
LY, X).

Proof. T is open iff T~! is continuous. O

Corollary 14.2. If||-|l1 < ||:||l2 are 2 norms on X that are both complete, then ||-||1 > C||-||2
for some C.

Proof. Apply the previous corollary to id : (X, || - [|2) = (X, - ||1)- O

14.3 The closed graph theorem
Definition 14.2. The graph of T: X — YV is I'(T) = {(z,Tz) :x € X} C X x ).
If T is linear, then I'(T) is a subspace of X’ x ).

Theorem 14.3. If T : X — Y linear between Banach spaces and T'(T') is a closed subspace
of X XY, then T is continuous.

Remark 14.1. In general, if T is continuous, its graph is closed. If T'(T") is closed, T is
called a closed operator.

Proof. Factorize T into S(z) = (z,Tx) and R(y, z) = 2.

I(T)
S R
X/ ) \y

I'(T) is closed, so it is a Banach space. R is continuous, so it suffices to show that S is
continuous. But S is a bijection, and S~ : (y,z) — y is continuous, so the open mapping
theorem implies that S is continuous. O
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Why do we care? Continuous means that if x, — =z, then Tz, — Tx. To show
that something has a closed graph, we only need to show that if (x,,Tx,) — (x,y), then
y = Tx. So we don’t need to show that such an z exists; we only need to show that if it
does, then z,, converges to the right thing.

14.4 The uniform boundedness principle

Theorem 14.4 (uniform boundedness principle). Let X',Y be normed spaces, X be Ba-
nach, and let A C L(X,Y). If suppey [|Tz|| < 0o for all x]inX, then suppe 4 | T < oo.

Proof. Let E,, = {x € X : suppc 4 |[Tz|| < n} = Npealz : [Tz < n}. Then E, is
closed, and X = J,, B, so by Biare category, E, /. 2 Bx(x,1) for some n,z,7. Then
Bx(z,1) — Bx(x,1) C Eyy,/,. But the left hand side contains Bx(0,2). So |z| <2 =
|ITx|| < 2n/r for all T € A. This is independent of z, so [|[T'|| < n/r forall T € A O
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15 Locally Convex Topological Vector Spaces
15.1 A note on the uniform boundedness principle
Here is another perspective on the uniform boundedness principle.

Theorem 15.1 (uniform boundedness principle, weaker version). Suppose that (X, p) is
a complete metric space, (Y, | - |) is a normed space, and F C C(X,)) is such that for
all v € X, supser || f(2)|| < oo. Then there exists a nonempty, open U C X such that
sup{||f()|| :z € U, f € F} < o0.

Proof. Let

E,={ze X :|f(z)]| <nVfeF}
= (AIFOI < n}.

fer

Then each E,, is closed, and X = |J,, Ey, so by the Baire category theorem. There exists
an n such that E, # @. O

If X is Banach and F C L(&X,)), then we actually get supper || T op < 00.

15.2 Topological vector spaces and convexity

Proposition 15.1. Let (X,]| - ||) be a normed space. Then

1. The addition map X x X — X sending (x,y) — x +y is continuous.

2. The scalar multiplication map K x X — X given by (A, z) — Az is continuous.
Proof. Use the fact that these maps are continuous over the scalar field. O

Definition 15.1. A topological vector space is a pair (X,7) such that X is a vector
space over K = R or C, 7T is a topology on X, and addition and scalar multiplication are
continuous.

Definition 15.2. Let X be a vector space over K. A subset A C X is convex if z,y €
A= te+(1—-t)ye Aforalltel01].

Definition 15.3. A topological vector space is locally convex if the origin in X has a
neighborhood base consisting of convex open sets.
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15.3 Topologies induced by seminorms

Theorem 15.2. Let (py)a be a family of seminorms on X. If x € X, a € A, and & > 0,
define Uy ne = {y : pa(x —y) <e}. Let T be the topology generated by the Uy ..

1. Forx € X, the set {( ) Ug,a;e : i € A,e > 0} is a neighborhood base at x.
2. If (xn) is a sequence in X, then xp, — x in T iff po(x, — ) = 0 for all o
3. (X, T) is a locally convex topological vector space.

Proof. Here are the idea.

1. Suppose = € (i Uy, 0;,5- Then pg, (z—2x;) < §; for each i. Pick e; < 6; — pq, (x — ;).
Now = € Uy, 0,6 € Uz a,5,- Let e =min(eq, ..., ep).

2. Try it yourself!

3. We must show that addition and multiplication are continuous. Pick (/| Upty.ase 2
v +y. Let ' € ); Uy q,c/2 and same for y. Multiplication is the same.
To get local convexity, if y,z € Uy o and t € [0,1], then po(z —ty — (1 —tz) <

pa(tz —ty) = pa((1 =)z — (1 = t2)) = tpa(z —y) + (1 — t)pa(zr — 2) < e. Any
intersection of convex sets is convex. O

Example 15.1. Let RY have the product topology. Let p;(z) = |z;| for each i. These gen-
erate the product topology. Alternatively, we could define p,,(z) = max;<,, |;|. Actually,
we could also take 7, () = |x1]|+---+ |z;|. This is a locally convex vector space. However,
there is no norm that gives the product topology on RY.

Example 15.2. There is a locally convex topology on C(R") that captures the notion of
locally uniform convergence. Define the seminorms p,,(f) = || f |m||" for each m € N*.
Now f, — fin T iff f,, — f locally uniformly.

Example 15.3. Look at L{ (R"), Define the seminorms Py,(f) = f[_m m] |fldx. Then
fn — f in this topology iff f,1p — flp in L! for all bounded, measurable B subseteqR™.

Here is a non-example.

Example 15.4. Let (X, M, u) be a measure space, and define L°(u) to be the set of
equivalence classes of measurable functions X — R that agree p-a.e. Let T be the topology
generated by all sets of the form V(f,e) := {g € L°(u) : u({|f — g| > €}) < €}, where
f € L%u) and e > 0. Then f, — f iff f, — f in measure, but 7 is not locally convex.

In normed spaces, we saw that continuity was equivalent to boundedness. How does
this play out in locally convex spaces?
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15.4 Continuity in locally convex spaces

Proposition 15.2. Let X, ) be locally convex spaces generated by (pa)a and (qg)a, respec-
tively. Let T : X — Y be linear. The following are equivalent:

1. T s continuous.

2. For all B € B, there exist {a1,...,an,} € A and C > 0 such that qg(Tz) <
C Z?:l pai (l’) *

Proof. (1) = (2): Pick § € B. If T is continuous, then {z : gg(Tz) < 1} is open
in X and contains 0. So there exist aq,...,a, € A and € > 0 such that ﬂ?zl Uba;e €
{gg o T < 1}. In particular, if z € X and Y ;" | pa,(z) < €, then z € U, so ¢3(Tx) < 1.
That is, if (1/e) > P, () < 1, then gg(Tx) < 1. By homogeneity of order 1, we get
goT < (1/2) 314 Pa- -
Example 15.5. Take RY with the 3 families of seminorms p;(z) = |z;|, ¢i(z) = max;<; |7;],
and r;(x) = |r1 + --- + |2;|. If we had that RN had a topology given by a norm, then

llz|| < C3F |ai| for some C and n. But then, if we pick  to be nonzero but 0 in the
first n coordinates, it has to have norm 0. This is impossible.
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16 Fréchet Spaces, Weak Topologies, and The Weak* Topol-
ogy
16.1 Fréchet spaces

Proposition 16.1. Let (X, (pa)a, T) be a locally convex topological vector space generated
by the seminorms pq .

1. T is Hausdorff iff for all x € X \ {0}, there exists some a such that p,(x) # 0.

2. If T is Hausdorff and A is countable, then (X,T) is metrizable with a translation
invariant metric: p(x + z,y + z) = p(z,y) for all z.

Proof. Proving the first statement is easiest done with the left implication and the contra-
positive of the right implication.

1. (<=): Let z,y € X such that x # y. Then there exists « such that p,(y — =) > 0.
Consider Uy o, Uy,a,c for e < po(y — z)/2.
(== ): Otherwise, there exists # # 0 such that p,(x) = 0 for all a. Then x € Up o,
for all a,e. So z lies in any neighborhood of 0.
2. Given (pn)nen, define
p(x,y) = max{27 " min{p(x — y),1} : n € N}.

The min inside satisfies the triangle inequality, and taking maxes preserves the trian-
gle inequality. So this is a pseudometric. Since p is a function of x —y, it is translation
invariant. Lastly, if x # y, then p,(x — y) # 0 for some n, so p(x,y) > 0. O

Definition 16.1. A Fréchet space a locally convex topological vector space with the
above metric such that p can be chosen to be complete.

Example 16.1. RY with the product topology, C(R") with the topology of local uniform
convergence, and LllOC are all Fréchet spaces.

16.2 'Weak topologies

Definition 16.2. Let T, : X — (Va, |- ||) be a collection of linear maps with the resulting
family of seminorms p,(z) = ||To2||o. These generate the weak topology generated by

(Tw)a-

Example 16.2. Let T}, : C(R?) — C([m,m]?) send f fl{=m,mja- Then the topology of
local uniform convergence is the weak topology generated by these maps.

Example 16.3. On C*([0, 1]), for each k, consider (d/dz)* : C*°(]0,1]) — C([0,1]). Now
take the weak topology generated by these.
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Usually in the setting of normed spaces, we refer to a very specific weak topology.

Definition 16.3. The weak topology on (X, | -||) is the topology generated by X*, the
set of continuous linear functionals.

Remark 16.1. In general, Tyeak € Tnorm- These are equal iff dim(X) < co. If f € X,
show that U, r. = {y : |f(y — z)| < €} is contained in a ball around =.

Remark 16.2. Convergence in the weak topology means the following:
Ty = = f(x,) — f(z) Vf e Xx™

In norm topologies, we have | f(z,) — f(x)| < || f]|||xn — x||. So the weak topology is weaker
particularly because it does not give this uniformity of convergence.

16.3 The weak* topology

If (X*,] - |]) is a Banach space, then we have the dual space (X™*, ]| - ||«), This has its own
dual (X**, | - ||l+«). We have 2 choices for the weak topology on X*: we can take the usual
weak topology, or we can restrict to the even weaker topology generated by X embedded
into A**.

Definition 16.4. The weak* topology on X'* is generated by the family of maps & : f +—
f(z) € K where z € X and f € X™*.

Theorem 16.1 (Alaoglu). B* = {f € X* : || f||« < 1} is compact for the weak* topology.
Proof. Say K = C.
B ={f: X =>C| flx+X )= fz) + A (y), [f(@)| < =[]}
={f: X — C: fis linear, f(z) € Bc(0, ||z||) Vz}.
That is, f € [T,ex Be (0, [l[))
={f € [I Be. 12} : fz +y) — g(x) = Af(y) = 0Va,y,\}

TeX

= (" {f € [I Bc(O, [Iz]) : f(=+y) — g(z) = Af(y) = 0}.

Y, TEX

By Tychonoft’s theorem, we need only show that 7T ..*|B+ = Tprod|B*. These are weak

topologies generated by the same family of maps. O

Proposition 16.2. Let (X, | -||) be separable. Then T,*
Proof. Let (x,)n be a dense sequence in X. Then define p on B* by

p(f;9) = max{27" /||znl[f (zn) — g(zn)| : n € N}.
This generates T

weak® |B*- For all x € X, there exists x,,, — z, and therefore Z,,|p» — Z|p~
uniformly. O

B+ 18 metrizable.

50



17 Weak* Metrizability, Operator Topologies, and Complex
Measures

Many thanks to Anthony Graves-Mccleary, who provided me with notes when I missed
this lecture.
17.1 Metrizability of the closed unit ball in the weak* topology

Let’s be a bit more thorough with a point we went over last time.

Proposition 17.1. Let (X, | -||) be separable. Then T,

weak™ |p+ is metrizable.

Proof. Let (z,,)n be a dense sequence in X. In 7,5+, a neighborhood base of f € B*

is sets of the form

(Mg € B :1g(a?) - f(a)] < e}
=1

for some 2z, ... 2(™ e X and ¢ > 0. Consider 7 generated by such neighborhoods
except only using (9 from {z,zs,...}. Then 7’ C Twear* | B
Step 1: 7T is metrizable: Let

p(f,9) = rggg(?_” min(|f(zn) — g(zn)], 1)).

This is analogous to the construction of a metric on a weak topology.

Step 2: We know that T, s+ is the weakest topology on B* that makes & = (f —
f(z)) continuous for each x € X. To finish, show that 7’ has this property; i.e. & is T'-
continuous. Suppose z € X. There exists a sequence (z,,) in the countable dense set such
that z,, — = in norm. As a result, if f € B, then

2(f) = 2, (N = [f (@) = Fn)| < NIl = 20, || < 2 =2,

which goes to 0 independently of f. So Z,, — & uniformly on B*. Thus, Z is a uniform
limit of 7’-continuous functions, so % is 7'-continuous. O

Remark 17.1. The weak* topology is almost never metrizable for all of A'™*.

17.2 The strong and weak operator topologies

Let X', ) be Banach spaces.

Definition 17.1. The strong operator topology on £(X,)) is the topology generated
by the linear operators T' +— Tz for x € X; i.e. this is the weak generated by the seminorms
T — ||Tz|.
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T, — T in the strong operator topology if and only if T,z — T'x in norm for all z € X.

Definition 17.2. The weak operator topology on £(X,)) is the topology generated
by the linear operators 7" +— ¢(Tx) for x € X and ¢ € V*; i.e. this is the weak topology
generated by the seminorms T +— ||¢o(T'z)]|.

T, — T in the weak operator topology if and only if T,z — Tx weakly in ) for all
re k.

17.3 Signed measures, complex measures and the Lebesgue-Radon-Nikodym
theorem

Recall the concept of signed measures. A signed measure v cannot hit both 400, —00, and
signed measures are related to two decompositions:

1. Hahn decomposition: X = P U N, where v(A) > 0 for all measurable A C P, and
v(B) < 0 for all measurable B C N.

2. Jordan decomposition: v = v — v~ where v and v~ are positive measures.

We write |v| = v+~ and integration with respect tovis [ fdv = [ fdmut—[ fdv™
for f € L*(|v|).
Theorem 17.1 (Lebesgue-Radon-Nikodym). Let p, v be o-finite positive and signed mea-
sures, respectively. Then there exists a unique decomposition v = A+ p such that A\ L u

and p < u. The Radon-Nikodym derivative, the function f such that dp = f du, is unique
[-a.e.

Definition 17.3. A complex measure on (X, M) is a function v : M — C such that
1. v(@) =0,
2. For (E,) disjoint in M, v(U,2 | En) = > oo v(Ey), where the sum converges abso-
lutely.

Here, we can write v = Re(v) + i Im(v) = v, + iv;, where v, v; must be finite signed
measures.

Definition 17.4. Integration with respect to a complex measure v is given by
/fduz/deT+i/fdui

Theorem 17.2 (Lebesgue-Radon-Nikodym for complex measures). Let u,v be o-finite
positive and signed measures, respectively. Then there exists a unique decomposition v =
A+ p such that X L p (i.e. )\?F,)\fc all L), p<p (ie. pf,p;t all < p), and the Radon-

Nikodym derivative, dp = f du for some f € L(lc(u).

for f € L' ([, ] + ).
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17.4 Total variation of complex measures

If v is a complex measure, then v < |v,| + |v;|. Now suppose v < pu, where u is o-finite
and positive. By Radon-Nikodym, dv = fdu for some f € L}C(u). We want to define

dlv| = |f| dp.
Lemma 17.1. If fidpy = fadps, then |fi|dur = |f2| dus (so d|v| is well defined).

Proof. Fori=1,2, u; < p = p1+p2, so du; = g;du, where g; > 0. Then f1g1 du = fago du.
So fi1g2 = fag2 p-a.e., which gives |fi|lg1 = | fi91| = |f292] = | f2|g2 p-a.e. So

|fildpr = [filg1 dp = | f2|g2 dp = | f2| dpa. O

Proposition 17.2. Let v be a complex measure. The total variation, |v| has the following
properties:

1. [v(E)| < |v|(E) for all E € M.
2. v |v|, and ];f—l’j\ =1 |v|-a.e.
8. L*(v) = LY(|v]), and if f € LE(v), then | [ fdv| < [|f|d|v|.

Proposition 17.3. If vi,vs are complex measures, then |v1 + vo| < |v1| + |v2].
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18 The Riesz Representation Theorem

18.1 Triangle inequality for complex measures

Lemma 18.1. Let (X, M) be measurable with complex measures vy,vy. Then |y + vo| <
1] + |val.

Proof. Given v, find a positive measure p > v. Then we get dv = fdu. Now d|v| =
| f| dpe. Similarly, let dv; = fidp for p = |v1| + |va|. Then d(v1 + v2) = (fi + f2) dp, so
dlvy +vo| = [f1 + fol dp < [frldp + [ f2] dpe. O

18.2 Positive linear functionals and the Riesz-Markov theorem

Let (X,p) be a compact metric space. The goal is to describe the dual of C'(X,R) or
C(X,C) = C(X) with the uniform norm. Recall the Riesz-Markov theorem:

Definition 18.1. A linear functional ¢ : C(X,R) — R is positive if ¢(f) > 0 whenever
f=>0.

So if f > g then {(f) = {(g) + £(f — g) = {(g).

Theorem 18.1 (Riesz-Markov). For any positive linear functional £ : C(X,R) — R, there
exists a unique finite positive Borel measure p on X such that ((f) = [ f du.

Remark 18.1. If ¢ is a positive linear functional on C(X,R) and f € C(X,R), then
—fllw < f <||fllu- Then —||flluce < f < ||fllucz, Where ¢, is the constant x function. So
—|| fllul(cz) < L(f) < || fllub(ca), which gives [£(f)] < ||f]lul(cz) with equality if f = ¢;. So
[llcxrys = ea) = pu(X).

18.3 The Riesz representation theorem

Let M(M,K) be the space of all finite signed or complex measures on (X, Bx), where
K =R or C. This is a vector space over K.

Lemma 18.2. M(X, K) is a normed space over K with norm ||u| = |u|(X).

Proof. If A € K and p € M(X, K), then du = fd|p|. So d(Au) = (Af)d|p|, and we get
d[Au| = [Afldlp| = [Ald|p]. So [[Aull = [Allu]].

If v1,v9 € M(X,C), then by the lemma, we have ||v1 + 2| = |v1 + 12|(X) < |11 |(X) +
w2l (X) = [vall + [lell.

If |lv]| = 0, then |v|(X) = 0, so |v|] = 0 by monotonicity. Then v = 0 because
v <Lyl O

Theorem 18.2 (Riesz representation). For u € M(X,R), define{, € C(X,R)* by £,(f) =
[ fdup. Then p— £, is an isometric isomorphism M(X,R) — C(X,R)*. The same holds
if we replace R by C.
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Here is a lemma we will need.

Lemma 18.3. If ¢ € C(X,R)*, then { = ¢ — 1) for some positive linear functionals ¢,
on C(X,R).
Proof. For f € C(X,R) with f > 0, define ¢(f) = sup{l(g) : 0 < g < f}. For general f
define o(f) := p(fT) — p(f~). We need to show that ¢ is a positive linear functional such
that ¢ > ¢. Then we can just define 1) := ¢ — £. By definition, we have ¢(f) > ¢(f) if
f > 0, which gives us the inequality.

To show that ¢ is a linear functional, we take a few steps:

1. Suppose f,h > 0. Thenforall0 < g; < fand 0 < go < h, wehave 0 < g1+g2 < f+h.
So o(f + h) > £(g1) + (g2) for all such g1, ge. Taking the sup over such g1, g2, we

get o(f +h) = o(f) +o(h).

Conversely, if 0 < g < f + h, define g; := min{g, f}. If min = f at some x, then

9(x) — g1(z) = g(x) — f(z) < fz) + h(z) — f(z) < h(z). So g2 :=g — g1 < h. Take
the sup over g to get ¢(f + h) < ¢o(f) + ¢(h). So we get equality.

2. If f = fT—f =g—hfor ggh > 0, then f©" +h = g+ f~, so step 1 gives
e(fF) +o(h) = e(g) + (f7), so o(f) = o(f7) = o(f7) = @(g) — @(h).

3. For all f,h, we have f +h = (fT+h")—(f~+h7). Soo(f+h)=¢(fT+h") -
e(f~+h7) = (p(fF) = o(f7) + (e(h*) = (h7)) = ©(f) + ¢(h). So ¢ is additive.

Similarly, @(\f) = Ap(f) for all A € R. O

Proof. Definitely, ¢, € C(X, K)* for all p € M(X, K). Next, suppose ¢ € C(X,R)*. Then
¢ = o —1, where p,1 > 0. By Riesz-Markov, we get £ = ¢, —{,, for some p1, s > 0. So
C="0, _p, If L € C(X,C), we can represent this as

U(f) = by Re(f)) = ily, (LI (f)) = Ly —is (f)-

It remains to show that ||¢,]|. Let’s just prove this for the complex case; the real case
is the same argument. We have ¢,,(f) = [ f ,du, so we get

rmun:y/fmwg/uwM<Hﬂu/lﬂm=rﬂUWML

Let du = kd|u|, where k = du/d|p| is measurable from X — S. Now use the fact that
for any eo, there exists f € C(X,C) such that || f — k|[1(,) < &. We may assume [f| < 1.
Now

1)

) = [Tan= [Tudul = [Fodiol= [1al] = ]

So |[£u]l > ||p]| — € for all € > 0. O
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19 Applications of Riesz-Representation to Probability Mea-
sures

19.1 Probability measures on compact metric spaces

Let (X, p) be a compact metric space. Since M(X,R) = C(X,R)*, we may write u(f) :=
[ fdp.

Definition 19.1. A probability measure on a measurable space (X, M) us a positive
measure 4 such that p(X) = 1.

On (X, p), let P(x) be the collection of probability measures. Then P(X) C M (X,R).

Lemma 19.1. P(z) = {p € C(X,R)* : ||u|| < 1,u(lx) = 1}, where 1x is the constant 1
function.

Proof. n € P(X) iff 4 > 0 and p(X) = 1. All the work is in showing D. We just
need to show that if ||u|| < 1 and u(X) = 1, then u > 1. Let u = pu™ — u~ be the
Jordan decomposition of . Then u(X) = pH(X) — = 1(X) =1, and |ju]| = |u|/(X) =
pt(X)+p (X)) <1. So u(X)=pt(X)=1,and u~ = 0. O

Corollary 19.1. P(X) us compact and metrizable in the weak* topology.

Proof. P(X)=B*N{p e C(X,R)*: u(lx) = 1}. The latter set is closed, so P(X) is a
weak* closed subset of B*. So Alaoglu’s theorem gives us that P(X) is compact. O

Remark 19.1. (B*, Tyear*) is metrizable, so C(X,R) is separable (this was a previous
application of Stone-Weierstrass).

Remark 19.2. Here are explicit examples of suitable metrics. Le (f,,) be dense in the

unit ball of C(X,R). Then
/fnd:u_/fndl/}

is a metric. The same works if we replace the max by a sum.

Remark 19.3. Embed X — P(X) by sending  + §,. This is a homeomorphic embedding
with this topology. The key point is that x,, — = iff f(z,,) — f(z) for all f € C(x); that
is, [ fdbg, — [ fdos.

Theorem 19.1 (Krylov-Bogoliubov). Let X # & be a compact metric space, and let
T : X — X be continuous. Then there exists u € P(X) such that u(T~'[A]) = u(A) for
all A € Bx.

o) = max {2
n
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Proof. Pick x € X. For n € N, define p,, := n=* Z?;ol Ori(z)- Now let u be limg oo fin,
for some subsequence that converges. Then for all f € C'(X), we have

TLk—l

[ rdn=tim [ 1o, =i - > e,

Similarly,
1 np—1 . 1 ng '
/f on,u, = hIIcank ZZ; f(THl(JU)) — hinnk;f(z-n(x))
So ) )
‘/fdu—/fonu' ZIig;klf(m) — [T (2))| < w — 0.

Sowe get [ fdu= [ foTduforall f € C(X). This implies that p is T-invariant (exercise
in regularity). O

Remark 19.4. We could write the last step as [ fdu = [ fd(Tip) for all f € C(X),
where T, is the push-forward measure of p by T'. This gives, yu = T .
19.2 Probability measures on non-compact metric spaces

What if our metric space is not compact? One nice way to do things is to work in locally
compact spaces. Another important case is to look at complete and separable metric
spaces. In either case, it is no longer true that M(X,R) = C(X,R)*.

Definition 19.2. Let (X, p) be a locally compact metric space with (u,) € p(X) and
p € P(X). Then p, — p vaguely if [ fdu, — [ fdu for all f € Co(X,R) (functions
which tend to 0 at oo). The vague topology is the corresponding topology.

Remark 19.5. The vague topology has a nice Banach space interpretation, but P(X) is
usually no longer compact. We can see this by looking at the embedding of X — P(X).

Remark 19.6. See Folland Proposition 7.19 for an interpretation of the vague topology
of P(R) in terms of F(x) = pu((—o0, z)).

Now suppose X is complete and separable.

Lemma 19.2. If p € P(X), then for all ¢ > 0, ther eis a compact K C X such that
u(K°) <e.

This motivates the following definition.

Definition 19.3. A C P(X) is tight if for all € > 0, there exists a compact K C X such
that u(K°) < oo for all p € A.
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Theorem 19.2 (Prohorov). Let (i) be a sequence in P(X), and assume that {p, : n € N}
is tight. Then there is a subsequence (un, )i and a measure 1 € P(X) such that

for all f € BO(X).

Remark 19.7. Probabilists usually call the topology related to this type of convergence
the weak topology.? You can instead call this the BC-topology.

9Please try not to do this.
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20 Introduction to L” Spaces

20.1 LP? spaces and norms

Fix a measure space (XM, ). We will deal with complex functions, but the real case is
the same.

Definition 20.1. Let 0 < p < oo, and let f : X — C be measurable. The LP? norm'? is

1/p
1l = ( / \fl”du> .

If f doesn’t have a lot of spiky parts in its graph, then the L? norm of f is about the
value of f. When the graph has huge peaks, as p gets bigger, the spikes are amplified.
Likewise, as p gets bigger, tails of functions are suppressed.

Definition 20.2. The L? space LP(X, M,u) = LP(u) = LP is the space of measurable
functions f : X — C such that || f]|, < oco.

Example 20.1. Let X be a countable set with the measure p, counting measure on
(X, 2(X)). Then ¢P(X) := LP(u). As an example,

P(N) = 7 = {(xn)n eCV: Y Jz, P < oo} .

Lemma 20.1. For all p € (0,00), LP(u) is a vector space over C.

Proof. If || fllp, lgllp < o0,

|f + 9P < (2max([f],[g]))” = 2" max(|f[", [g]") < 2"(|f]" + [g]")-

/|f+g|pdu§2p/!f\p+2p/g\p<00- 0

20.2 L? norm inequalities

Now assume p > 1. We want to show that L? is a normed space. These inequalities will
help us, but they are very important to know on their own.

Lemma 20.2. Ifa,b>0 and 0 < A <1, then

a' ™ < a+ (1 — )b

10This is only really a norm when p > 1.
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Proof. Assume a,b,> 0 and take logs:
Alog(a) + (1)) log(b) < log(Aa + (1 — \)b)
by the convexity of log. O

Lemma 20.3 (Holder’s inequality). Let 1 < p < oo, and define ¢ € (1,00) byp '4+q 1 = 1.
If f,g: X — C are measurable, then

19l < 17 1Ipllgllq-

In particular, if f € LP and g € L4, then f,g € L*. Equality holds if and only if o|f|P =
Blgl? for some «, 5 € C not both zero.

Remark 20.1. In the statement of this lemma, ¢ is called the conjugate exponent of p.

Proof. We may assume 9 < ||f|lp,[lgll < oo. The inequality holds for vf and Ag for
constants v, A iff it holds for f, g, so we may replace f,g by f/||fll, and g/||gll;-'* Let
A=1/p, 1 — X =1/q, and apply the previous inequality:

[f(@)g(@)] = (f(@)")*(|g@))' ™ < Alf @) + (1= N)|g(@)|.

Now integrate with respect to p on both sides.
The equality case, after we do the reduction, is the case where fP = ¢9. O

Lemma 20.4 (Minkowki’s inequality). If 1 < p < oo, then || - ||, satisfies the triangle
inequality.

Proof. Assume f > 1, and let r,g € L~. Then

£ 9l <A1+ 1aDl7 + 9P = 117+ g ot [ lgllf + 9P d
Apply Holder’s inequality again,

<Al +glP~ g + NgllpILf + glP~ g

We can now check, using ¢ = p/(p — 1), that

. (p—1)/p (p—1)/p )
Hf+g\”\|q=(/!erg\p(q‘)du) =</|f+9!pdu> _lf 4l T

Corollary 20.1. Let 1 <p < 0o.(LP,|| - ||,) is a normed space.

Proof. We have shown that LP is a vector space, and || - ||, satisfies the triangle inequality.
The LP norm is homogeneous of order 1, and if || f,| = 0, then [|f|P = 0, which makes
f =0 pae. O

HPerence Tao says that in situations like this, we have just “spent a symmetry.” In this case, it is a
symmetry under scalar multiplication.
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20.3 Convergence in L?P spaces

Theorem 20.1. Let 1 < p < oco. Then LP is a Banach space.

Proof. Assume ) fy is absolutely convergent in LP; ie. Y | fullp, < oo. Let Gy, =
Yo | fil € LP. Tt satisfies ||Grllp < Yoiy I fillp and Gy () T G(z), where G is measurable
and [0, oo]-valued. By the monotone convergence theorem, (|G|, T [|G|lp. Since |Gyl <
Yoallfnllps 1Glp < 32, [ fallp- So G is finite a.e,, and G € LP. So )" fn(x) is absolutely
convergent whenever G(z) < oo (i.e. a.e.). Let’s call this pointwise limit f. |f|P < |g|P a.e.
so |fP| € L'; that is, |f| € LP. Finally,

‘f -> i
=1

By the dominated convergence theorem,

[17=3 spdn =0,
=1

p
<oP|GP e LY.

SO
n 1/19
(/If—Zfilpdu> =50, O
1=1

Proposition 20.1. For 1 < p < oo, the set of integrable simple functions is dense in LP.

Proof. Let f € LP. There exist complex-valeued simple functions (), such that i, — f
ae. and ¢ < o] < - <[f]. Then [f —n|? < 2|fP € L', so ||f — 4| — 0 by the
dominated convergence theorem. O

Corollary 20.2. Let m be Lebesque measure on RE. Then the collection of functions
f € C(R?, C) with bounded support is dense in LP(m).

20.4 L spaces

Definition 20.3. Let (X, M, u) be a measure space, and let f : X — C be measurable.
The L*° norm or essential supremum is

[flloo = ess Sup [f(z)] = inf{a > 0 : u({|f| > a}) = 0}.

Definition 20.4. L°°(u) is the set of equivalence classes of functions f with ||f]|s < 00,
under the equivalence realtion of a.e. equality.

Theorem 20.2. L*° has the following properties:
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- Forall f, g, [|fgllq < [l f]l1]lgllco-

M oo @s @ norm.
. L™ is complete.
. fn — fin L iff there exists E € M with u(E€) = 0 such that f,|p — f|g uniformly.

The set of simple functions (not necessarily integrable) is dense in L.
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21 L™ Spaces and Duality of L” Spaces

21.1 Properties of L*> spaces
Theorem 21.1. L™ has the following properties:
1. For all measurable f, g, [|fgllx < [[fl1]lgllo-

2. |l is @ norm.

3. L™ is complete.

4. fn — [ in L™ iff there exists E € M with u(E€) = 0 such that f,|g — f|g uniformly.
5. The set of simple functions (not necessarily integrable) is dense in L.

Remark 21.1. If p # 0, we can write
[fllo == inf{a > 0: p({|f] > a}) = 0} = sup{b: u({[f] > b})}.

The infimum in the definition is attained, but the supremum may not be. Let a = || f||co-
Let a, | 0 and p{|f| > an} = 0. Now

p(lf1 > a}) = p (U{If > an}> =0.

If a = || f]|oo, then u({|f] > a}) = 0. Define

,_ L1 1<a
0 |f]>a.

Now g = f a.e., and ||g]lu = || f||co-

Remark 21.2. If y < v and v < p, then L>®(u) = L™ (v).

Remark 21.3. On R"”, the set of continuous functions with bounded support is not dense
in L. Indeed, C[0,1] C L*°([0,1],m). Then if f is continuous, || f|lcc = || f]lu-

21.2 Duality of L?P spaces

Let (X, M, i) be a measure space, and let 1 < p < co. Let ¢ be such that p~1 + ¢~ = 1.
So 1l < q<o0.
Let g € L9. Then for all f € LP,

\/mwk/UWMgmwwq

by Holder’s inequality. So if we define ¢, : LP — C sendsing f — f — [ fgdu, then
pg € (LP)*, and [[¢gl|(Lry- < llgllLa-
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Theorem 21.2 (Riesz representation'?). If 1 < p < oo, then L — (LP)* sending g — ¢,
is an isometric isomorphism. The same is true if p =1, provided u is o-finite.

Remark 21.4. When p = oo, ¢ = 1. For basically any nontrivial measure, (L>)* is
actually much bigger than L.

In this lecture, henceforth, p is a finite measure. The extension to o-finite measures is
obtained by splitting up the space into countably many pieces and applying these results
to each piece.

Proposition 21.1. If g € LY, then ||¢4|| = ||gllq-

Proof. We have already shown one of the inequalities. If ¢ < oo, (i.e. p > 1), then let

. 9"~ "sen(g)

lglig™"
Then, because p(q — 1) = ¢, we have
gl
= ol
so [|f[P = 1. But now
fg= I gl sen(g) = 12
gl lgllg

so [ fg=llgll. That is, llegll = lgllllfllp = [ fg = llglle-
If ¢ = oo, i.e. g is essentially bounded, let € > 0. Then 0 < u({|g] > [|9]lcc — €}) < 0.

Now let

f =191 1gllce—e3581(9)-
Then f € L', and || f]| = u({lg] > lgllec —}). Also,

/mw:/ lglsen(e) d > (lgll - )1 £,
{lg|1>lgllcc—€}

50 [|ogll > [|gllec — € for all € > 0. 0
Remark 21.5. If y is finite, LY C L' for all ¢ > 1.

Proposition 21.2. Let g € L', and let X be the set of simple functions on X. Then

nquwp{/}g:fezmﬂb<1}

2There are many theorems called the Riesz representation theorem, all by the same person. Riesz was
a busy guy.
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Proof. We already have that ||g||, is at least as much as the right hand side, so it is enough
to show the reverse.

Step 1: | fg| < RHS for bounded, measurable functions: For all such f, || f||, < 1. Given
this f, there exist simple functions f,, — f pointwise such that |f,| 1 |f|. In particular,
fn €3, and [|foll, < 1. Also, fng — fg a.e., and |fng| < |fg| for all n. Then fg € L'
because ||fgll1 < [|f]lsollglli- So, by the DCT, | [ fng| — | [ fgl; since the sequence terms
are all bounded by the RHS of the inequality we want to show, so is the limit.

Step 2: ||lg|l; < RHS. Assume ¢ < oco. There exist simple functions ¢, — g pointwise
such that |py| 1 |g|. By the previous proposition, there exist simple functions f,, such that
llonllq = | [ fanl|- Then, by the monotone convergence theorem,

lolly = tim ully = tima| [ uoul <tim [ 1llal <tim [ Ifullg] <RES. O

We have shown so far that

nmuzpr/&4:feﬂwumzl}zwpﬂ/&4:fezwﬂpzl}

We will finish up the rest of the proof next time.
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22 More L? Duality and Existence of Kernel Operators
22.1 [P duality, continued
Let’s finish up our proof of LP duality.

Theorem 22.1. If 1 < p < oo, then the map L? — (LP)* sending g — g4 is an isometric
isomorphism. If u is o-finite, the same holds for p = 1.

We are covering the case for when g is finite. Here is a useful lemma.
Lemma 22.1. If u(X) < oo, then LP C L' for all p > 1.

Proof. By Holder’s inequality, if f € LP, then

/Ifldu/ fLxldp < | £llplLxlly < 1 p(r ()10, O

Last time, we showed the following proposiitions.
Proposition 22.1. ([¢gll(ze)« = |9l La

Proposition 22.2. If g € L' and ¥ is the set of simple functions, then

lglly = Sup{’/fgdu‘ el < 1}-

In particular, the left hand side is 0o if and only if the right hand side is, as well.
Now we can complete our proof of the main theorem.
Proof. Let ¢ € (LP)*. We proceed in steps:

Step 1: For E C M, define v(E) := ¢(1g). This uses the assumption that u(X) < oo.
We claim that v is a complex measure on (X, M). We have v(&) = ¢(0) = 0, and
finite additivity is not too hard to check. Let’s check countable additivity. Let
(En)n © M be disjoint. Then 1y g, = >_, 1g,. To control the tail of this series,

we have
o) 00 1/p
n=k n=k

which goes to 0 since p(X) < oo and p < co. So by continuity of ¢ on LP, we have

v (Lnj En> _ (1UnEn) _ (zﬂ: nEn> =3 u(B).

n

= H Lyz, B
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Step 2: Also, v < p. Indeed, if pu(E) = 0, then 1 = 0 p-a.e. So v(E) = 0. By the
Radon-Nikodym theorem, there exists g € L{(u) such that dv = g dp.

Step 3: If f € X, then [ fgdu = [ fdv = ¢(f) by linearity. We know this is bounded
in absolute value by ||¢l|(zs)« || f|l,- Our propositions give us that g € L? and |[|g||; <
ll¢ll(ry-- We know that that Ygls = ¢|n. So ¢4 = ¢ on a dense subspace of LP, so
continuity gives that ¢, = ¢. O

Corollary 22.1. If1 < p < oo, then LP is reflexive.
Proof. We know 1 < ¢ < oo, so (LP)** = (L9)* = LP. O

Remark 22.1. For interesting i, L' and L™ are not reflexive.

22.2 Existence of kernel operators in LP

Theorem 22.2. Let (X, M, pn) and (Y,N,v) be o-finite measure spaces. Suppose
1. K: X xY — C is measurable,
2. there exists C > 0 such that ||(z,-)||11() < C for p-a.e. z,
3. there exists C > 0 such that ||(-,y)| 1) < C for v-a.e. y.

Then there for all p € [1,00] and f € LP(v), the integral

:/KuMﬂmw@
Y

exists p-a.c., Tf € LP(u), and |Tf| oy < Cllf o)
We will check the cases where p # 1, cc.

Proof. The conjugate exponent ¢ € (1,00). Let z € X. Here is the key idea:

K (2,9 f ()] = K (2 )7 (1K (2, )71 £ ()]

Apply Holder’s inequality to get

/|K z,y) f(y)| dy < (/!K z,y)| dv(y ))Uq (/ (|K(:n,y)|1/p|f(y)|)p> v (y)V/?

scWQ/mmwwwww@QW.
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By Tonelli’s theorem,

] w@isor aw| ae = [ | [ el iropsoprao
< [110)P dv(y) = Clf 1o
Overall, we get
][ 1xeiswian| aw e [ [ikelimram )

< G0\ £,
= Cp”f”ip(y)-

So T'f(x) is well-defined p-a.e., and |Tf||p < LHS < CP||f||5, so ||z ry < C.
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23 Translation Operators and Relationships Between L? Spaces

23.1 Translation operators on L” spaces

Let m be Lebesgue measure on R?, and let t € R?. Let 7 : R — R? send v — v — 7. This
is translation by ¢, and Lebesgue measure is translation invariant.

Lemma 23.1. The map T; sending f — f o1 is an isometry LP(m) — LP(m) for all p.
However, the functions 7} are not kernel operators.

Lemma 23.2. Let p < co. Let (t,), in R? be such that t,, — 0. Then T;, — Id on LP(m)
in the strong operator topology but not in || - ||op-

Proof. C.(R%) is dense in LP(m). Let f € LP. Suppose first that f € C.(R?). Pick R such
that f|pe = 0. Given e > 0, there exists § > 0 such that if [z —y[ < 0 = [f(2)—f(y)| <e.
If |t,| < 6, then

Tt = £l = [ Ve = ta) = F@) dmz)
= [ 15— t)~ f@P dm()
Bry1

< e’m(Br+1)
tn—0
— 0.

Similarly, the map R? — L(LP(m), LP(m)) sending ¢ ++ T} is continuous from RY to the
strong operator topology. For general f € LP(m), let € > 0. Choose g inC.(R?) such that
Il f —gllp < e/3. Choose n large enough such that ||7},g — g||, < £/3. Put together,

1Te, f = fllp < 1 Te (f = 9+ 1T209 = gllp + 1F = gl
<If =gl + 1 T2.g — gllp + 1L — gl
<e.

Now let’s show that this convergence does not occur in the norm topology. For any
t # 0, there exist f € C.(R? such that || f||, = 1 and f|B§/2 = 0. Then

ITef — fllp = 2Y7]| £- O

23.2 Relationships between L? spaces
What is the relationship between LP spaces for different p?
Example 23.1. Look at ((0,00)), B0y, m). Let 1 < p < q < 0. Let fu(z) = 27 for

some choice of a > 0. Observe:
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1. The function fo1(1) € LP iff p < 1/a.

2. The function fo1( oy € LP iff p > 1/a.
So LP\ L9 # @, and L9\ LP # @.
Proposition 23.1. If 0 <p<qg<r <oo, then LY C LP + L".
Proof. Let f € L1. Write f = flygy>1y + f1fj<1}- Then

bl = [ s [ pfrdus 1= g < e,
II1f1>1} I1f1>1}

The same holds for 1<y O

Proposition 23.2. If 0 <p < g <r < oo, then LPNL" C L4, and | f|lq < ||f|];,‘||f||714_/\,
where 1/qg = X1/p) + (1 — AN)(1/r).

Proof. 1t suffices to prove the inequality.

/ 19 dp = / PN g

Use Holder’s inequality, where 1/s 4+ 1/t = 1. We will pick the values of s, ¢ later to make

sure they work out.
1/s 1/t
< ( / | f7ee du) ( / e du)

Pick s = p/(Aq) to make things work out as stated in the theorem.
A 1-A
< IFIR NI, O
There is, however, a case where the tails of functions do not count.

Lemma 23.3. If u(X) < 0o and 0 < p < q < oo, then LP D L1. In particular || f||, <
£ 1lq(3) /P40

Proof. Let f € L9. Then, by Holder’s inequality,

191 = [ 1L die < Fla((0) 21, 0

Lemma 23.4. Let A be any set. Let (P(A) = LP(A, P(A),#). Then P C (4.
Proof. If ¢ = 0o, then

1/p
sgplf(a)\ = (Sgp\f(a)lp)l/” < (Zlf(a)lp) = [|flp-

If p < ¢ < o0, then by the previous lemma,
A - A+1-X
1Fllg S UFIRIASS™ < A2 = 11 £llp- 0
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23.3 Distribution functions

Fix (X, M, pn), and let f: X — C be measurable.
Definition 23.1. The distribution function of f, A; : (0,00) — [0, 00], is
Ap(a) = p({[f] > a}).
Proposition 23.3. Let Ay be the distribution function of f.
1. Ay is non-increasing and right-continuous.
2. If | f| < |g|, then Ay < Aq.

S If | ful T1f, then Ag, (a) T Af(a).
4. If f =g+ h, then Ap(a) < Ag(/2) + Ap(r/2).
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24 Distributions, Weak L, Strong Type, and Weak Type

24.1 Distributions

Last time, we introduced the notion of a distribution function A¢(a) = p({|f] > a}).

Definition 24.1. Let f > 0 and p(X) < co. Then the distribution of f is the measure
V(E) = p({z € X : f(z) € B}).

Observe that

v(a,b) = p({a < f <b}) = Ap(a) = Ap(b) = [=Ar (0)] = [=Af(a)].

So Ay determines the measure v and basically contains all the information about how much
measure the range of f has in given sets.

Proposition 24.1 (Chebyshev’s inequality). Let 0 < p < oo, and let f € LP. Then
Ar(a) < | fllp/ab.

Remark 24.1. When p = 1, this is called Markov’s inequality.'?

Proof. A¢(a) = p({f > a}) =: p(E,). By definition, 15, of <|f[P. Then
1(Eq) Za”/lEa duﬁ/lfl”du- O

24.2 Weak [P
Definition 24.2. If f: X — C, the “weak LP norm of f is

1o = (sup aPAp(a))'/P.

Remark 24.2. This is generally not actually a norm; the triangle inequality fails. Cheby-
shev’s inequality says that

o < 1 £y
Definition 24.3. The weak LP space is

wk LP(u) = {f : X = C|[f], < o0}/ ~,

under the equivalence relation of u-a.e. equality.

By Chebyshev’s inequality, wk LP O LP.

3Markov was Chebyshev’s advisor. Chebyshev is responsible for noticing that the inequality holds in
general.
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Example 24.1. Let m be Lebesgue measure on (0,00). Consider f(z) = z~%/?. Then
f ¢ LP(m). But

[fp] = sup m({f > a}) = sup of = sup m([0,1/a”))a? =1

Proposition 24.2. Let 0 < p < oo, and let f: X — C. Then

115 = [16dn=p [~ rs(a) da.

Proof. If there exists « such that Af(o) = oo, the the right hand side is infinite. By
Chebyshev’s inequality, so is the left hand side. So we may assume that A¢(«) < oo for all
a. Then {f # 0} is o-finite. So we may assume p is o-finite.

Now consider E = {(z,y) € X x [0,00) : y < |f(x)|P}. Now, by Tonelli’s theorem,

/X!fldeZ/X/of " dy dp(x)

(z
= (p®m)(E)

[e.e]
= [l > ) =p [0 rs(@) da
0
where we have used the substitution y = a”. O

24.3 Strong type and weak type

Definition 24.4. Let D be some vector space of measurable C-valued functions on (X, M, p),
and let T : D — L%(Y,N,v) (the space of measurable functions. T is sublinear if

1. ¢>0 = |T(cf)| =c|Tf]| for all f €D
2. |T(fr + f2)(@)| < [Tfi(@)] + [T fa()].
Example 24.2. Let D =L}

ioe- The Hardy-Littlewood maximal operator is

1
1) = S0 B oy 1

Then H(f1 + fo) < Hf1 + H fo, so H is sublinear.

Remark 24.3. Often, sublinear functions arise from taking the pointwise supremum of a
collection of linear functions.

Definition 24.5. T is strong type (p,q) for 1 < p,q < oo if
1. LP(u) €D
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2. T[LP(pn)] € LY(v), and || T f||q < C| fl|p for some fixed C' > 0.
Definition 24.6. 7' is weak type (p,q) for 1 < p,q < oo if

1 TILP () € wk L(v)

2. [Tflq < C[f]p for some fixed C > 0.

Example 24.3. H is strong type (,00,00). The Hardy-Littlewood maximal inequality
says that H is weak type (1,1).

Theorem 24.1 (special case of Marciukiewicz’ theorem). Suppose T is sublinear on D =
LY(p) + L*(p). Suppose T is weak type (1,1) and strong type (0o0,00). Then T is strong

type (p,p) for all p € (0,00].
Remark 24.4. L'(u) + L>®(u) D LP(u) for all p.

Example 24.4. The Hardy-Littlewood maximal operator is strong type (p,p) for all p €
[0, 00]. This is very difficult to prove by hand.

Proof. Pick a C such that |T'f 0o < C||fs and [Tf]1 < C||f]l1 for all f € L> or L. Let
fe Lp(,u, and let A > 0. Write f = fi1 + f2, where f1 = f]l{‘f|>A} and fo = f]l{|f\§A}' We

will optimize over the value of A. We have

p p—1
= s HE A 7P < co.
{If1>A} {lf1>A} f {If|>A}

By subliniearity,

ITf(z)] <|Tfi(z)| + |T fo(x)] -
————
<CA
So

Cllfall _ 1
pUITfI>2CA}) < p({ITh > CAY) < =777 = o /{|f|>A} d

So we have improved the weak type (1,1) inequality to get

1
Arp(2CA) < 1 ||
{lf1>A}
Substitute this expression into the following:
X p
177l =0 [ o7 Ars(a)da < 20y L 11 =
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25 Introduction to Hilbert Spaces

25.1 Motivation
Consider (X, M,u) = ({1,...,n}, Z(X),#). Then L{.(u) = £°(n) = C". In this case, we

are specifying a specific norm:
n 1/p
]l = <Z !mz‘\p) :

i=1

These give different shapes for the unit ball; try drawing the unit ball for different values
of p when n = 2.
A linear functional ¢ on C" has the form

n
= Z%@ = (z,y
i=1

for some y = (y1,...,yn) € C™. So ¢ € (fP(n))*; that is, every linear functional is continu-
ous. The Riesz representation theorem says that

1yl (er(ryy= = supdley (@)] = 2]l <1} = [lyllea,

where 1/p+1/qg = 1.
There is a special case, when p = 2. We get that the dual norm is the original norm.
So we can think of £?(n) as its own dual.

Definition 25.1. Let H be a vector space over C. An inner product on H is a map
(-,-) : H x H — C sending (x,y) — (x,y) such that

1. (bilinearity) (az + by, 2) = a(z,y) + b(x, 2) for all a,b € C, z,y,z € H,

2. (conjugate symmetry) (z,y) = (y,z),

3. (z,x) € [0,00) with (z,z) =0 iff z = 0.
Example 25.1. C" is a vector space with the usual inner product.
Example 25.2. L%( ) is a vector space with the inner product (f, g) fX fadu.
Example 25.3. Let X = N with counting measure. Then

2 = (N) = {(zn)n : len\2<oo}

has the inner product (z,y) = >, TpY,.

Definition 25.2. A vector space (H, (-,-)) is a pre-Hilbert space (or inner product
space).
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25.2 Norms induced by inner products

An inner product space has the associated norm ||z| := /(x,z). First, we have to show
that this is actually a norm.

Lemma 25.1 (Cauchy-Bunyakowski-Schwarz inequality'®). For all z,y € H,

| (@, ) | < [l=([lyll-
Proof. Consider (x — ty,x — ty). We get

= <J,‘,.’E> —t<y,.’E> _t<$7y> +t2 <CC,y>
= [lz|* — 2t Re({z,y)) + *[|y]|*.

This achieves its minimum at ¢ = Re({x, y))/||y[|*>. So we get

(Re((z,9)))”

0ol ==

which gives
| Re((z, v)| < llz[llyll-
Similarly, let o = sgn({z,y)), an apply this to z and ¥’ = ay. Then
| (=, 9) | = [Re(z, )| < l=[lly'| = l=[llly]- O
Corollary 25.1. || - || is a norm.
Proof.
o+ 9l = (@ .2+ )
= |l|* + 2Re((z, y) + ||y

< [l=® ] + 2l Iyl + lyll?
= (Il + llyI)*. ]

Definition 25.3. A Hilbert space is a complete pre-Hilbert space.
Example 25.4. All the previous examples are complete.

Proposition 25.1. (-,-) : H x H — C is continuous for the norm topology on H.

MBunyakowski and Schwarz both knew the general form of this inequality, but, due to geopolitics, there
was no way they could have ever met.
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Proof. Suppose that x,, — « in norm and y, — y in norm. Then

| (T, yn) — (2, 0) | < (@0 —2,90) | + | (2,00 —9) |
<z = 2|yl + 2] lyn — ¥l
— 0. O

Proposition 25.2 (Parallelogram law). For all z,y € H,
lz +ylI* + |z = ylI* = 2(|= > + 1yl*).

Proof. Expand out (z + y,x + y) and cancel terms. O

25.3 Orthogonality
Definition 25.4. Elements z,y € H are orthogonal if (z,y) = 0.

Definition 25.5. If £ C H, its orthogonal complement is

Et ={ze: (z,y)=0Vy e E}.

Theorem 25.1 (Pythagorean theorem'®). If z1,...,x, € H are pairwise orthogonal, then
‘ D il =3l
i i
Proof. Expand <Zl T, Z]‘ :L'j> and cancel terms. O

Theorem 25.2. Let H be a Hilbert space, and let M be a closed subspace. Then anyx € H
can be written uniquely as x =y + z, where y € M andz € M~+. We write H= M & M* .

Proof. Let 6 = inf{||x —y| : y € M}. Pick (yn)n in M such that |z — y,|| — 0. We claim
that (y,) is Cauchy. We have

1y = Y1 + [y + gm = 220> = 2(lyn — 21> + llym — 2.

Rewrite this as
2

Yn + Y
o = sl + 4 252 — | = 2 = 12+ Jim — o1?).
~~ —:EQ —42
—62
This is only possible if ||y, — ym| — 0.
So the limit y = lim,, y,, exists. This is the unique closest point in M to x. O

15 A person named Pythagoras probably didn’t exist. Nevertheless, the Pytagoreans almost surely did
not know what a Hilbert space is.
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25.4 Isomorphisms of Hilbert spaces

Definition 25.6. A unitary operator U : H; — Hs is linear operator such that U €
L(Hy, Hy) is an isomorphism and (Uz,Uy), = (z,y),.

This is the true notion of isomorphism for inner product spaces. Next time, we will
prove the following theorem:

Theorem 25.3. Let H be a Hilbert space over C.

1. If dim(H) =n < oo, then H = C".

2. If dim(H) = oo and H is separable, then H = (*(N).
Example 25.5. L?(R) is separable, so L?(R) = ¢?(N).

Example 25.6. The Fourier transform is the unitary equivalence L?([0,1]) & (*(Z).
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26 Riesz Represetntation for Hilbert Spaces and Orthonor-
mality
26.1 Riesz representation for Hilbert spaces

Let’s finish up a proof from last time.

Theorem 26.1. Let H be a Hilbert space, and let M be a closed subspace. Then any x € H
can be written uniquely as © =y + z, where y € M and z € M. We write H = M @ M*.

Proof. Let § = inf{||z —y|| : y € M}. Pick (y,)n in M such that ||z — y,|| — J. We claim
that (y,) is Cauchy. We have

1y = Yl + [y + g = 220> = 2(lyn — 2> + llym — ).

Rewrite this as
2
=2(llyn — z[I” + [lym — 2[?).

—42 —62

Yn + Um _
2

||yn—ym||2+4‘

—62

This is only possible if ||y, — ym| — 0. So the limit y = lim,y, exists. Moreover,
lly —z|| = é. This point is unique; if we had y, y’ with the same property, the same identity
above gives ||y —¢/[| = 0.

It now remains to show that z = z —y € M+. Suppose not, and choose v € M such
that | (z,v)| € (0,00). Now consider

lz = (y + to)[|* = |J2I|* +£]|v]* — 2t Re({z, v}).
—52
This can be made < §2 unless (z,v) = 0. O

The first part of this proof is appealing to a particular property which does not only
hold just in Hilbert spaces.

Definition 26.1. A Banach space (X, || - ||) is uniformly convex if for all ¢ > 0, there
exists a 6 > 0 such that whenever z,y € X with ||z| = ||yl = 1, if [|[(x +y)/2]| > 1 -4,
then ||z — y|| < e.

Example 26.1. For 1 < p < oo, LP(R) is uniformly convex.

Theorem 26.2 (Riesz'®). For any f € H*, there exists y € H such that f(x) = (x,y) and
11 = Tlyll-

16This is yet another theorem called the Riesz representation theorem.
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Proof. Assume f # 0, and let M = {z : f(x) = 0}. This is a closed, proper subspace of
H. By the previous theorem, there must exist a z € H such that z is orthogonal to M. So
pick 2 € M+ with ||z|| = 1. For any = € H, consider u = f(x)z — f(2)x, which lies in M.
So

0=(u,2) = f(z) 1-f(2)(z,2).

That is, f(x) = f(2) (z, 2) = (x, f(2)2) = (x,y). O

Corollary 26.1. Hilbert spaces are reflexive.

26.2 Orthonormality

Definition 26.2. Let (uq)acs be a collection of vectors in H. The collection is orthonor-
mal if ||u| =1 for all a, and when « # 3, (uq,ug) = 0.

Proposition 26.1 (Bessel’s inequality). If (uq)a is orthonormal in H, then
Dz, ua) [P <l
o

Remark 26.1. When we are dealing with an uncountable set of vectors, we mean that all
but countably many of them are orthonormal to x, so the sum makes sense.

Proof. Suppose F' C A and |F| < oco. Then

0< ||z — Z (z,uq) || = ||z]> — 2Re <a:, Z (m,ua>ua> + Z | (z, uq) |?
acl ack ackF
=llz* =2 ) [ {&,ua) P+ Y | (2, ua)
acl acl
=l = > [z, ua) % O
aEF

Theorem 26.3. Let (uq)q be an orthonormal set in H. The following are equivalent:
1. (completeness'”) If (x,uy) = 0 for all a, then x = 0.
2. (Parseval’s identity) Besel’s inequality is an equality for all x.
8. For allx € H, we have v =) 4 (2, Uq) Uq.

Remark 26.2. It is possible for the sum of the lengths in (3) to be infinite, so this sum
is not absolutely convergent. But the sum of the squares must be finite, as shown by part

(b).

17Add this to the list of the most overused words in mathematics.
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Proof. (1) = (3). Pick z. Bessel’s inequality gives [|z||*> > > |(z,ua)[>. So
there are only countably many nonzero terms. Enumerate them as aq, ao,.... Consider
Yo (T, ua,) Ua,. IEm >,

m m
n,Mm—00
Z <$7uai>uai = Z ‘<:L',’U,a> ‘2 — 0.
i=n-+1 i=n-+1

So > 1 (%, Ua,) ua, is a Cauchy sequence, so it converges to some y. Now y = z because
for all «,
(%, uq) a = «; for some i
(y,a) =
0=(z,uy) a¢{aj,a,...}.

This implies y = z by (a).
(3) = (2): Look that

n

T — Z (T, Uq,) U,

i=1

This is the gap we found in Bessel’s inequality. So we get Parseval in the limit as n — oo.
(2) = (1): If ||z]|*> = X, | (x,uq) |?, and the left hand side is nonzero, then there
exists « such that (z,uq) # 0. O

Definition 26.3. Any orthonormal set satisfying the previous theorem is a basis.
Theorem 26.4. Any Hilbert space H has an orthonormal basis.
Proof. Use Zorn’s lemma. O
Remark 26.3. A basis is also a maximal orthonormal set.
Proposition 26.2. H is separable if and only if it has a countable basis.
Theorem 26.5. Let H be a Hilbert space over C.

1. If dim(H) =n < oo, then H = C".

2. If dim(H) = oo and H is separable, then H = (*(N).

Proof. Suppose dim(H) = oo. Pick a basis {uj,u2,us,...}. For each x € H, map
r — ((z,u1),(z,u),...) € £2. Parseval’s identity says exactly that this is a unitary
equivalence. ]
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